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A Corporate Dedication to
Quality and Reliability

National Semiconductor is an industry leader in the
manufacture of high quality, high reliability integrated
circuits. We have been the leading proponent of driv-
ing down IC defects and extending product lifetimes.
From raw material through product design, manufac-
turing and shipping, our quality and reliability is second
to none.

We are proud of our success . . . it sets a standard for
others to achieve. Yet, our quest for perfection is on-
going so that you, our customer, can continue to rely
on National Semiconductor Corporation to produce
high quality products for your design systems.

Al

Charles E. Sporck
President, Chief Executive Officer
National Semiconductor Corporation




Wir fiihlen uns zu Qualitédt und
Zuverlassigkeit verpflichtet

National Semiconductor Corporation ist fiihrend bei der Her-
stellung von integrierten Schaltungen hoher Qualitdt und
hoher Zuverldssigkeit. National Semiconductor war schon
immer Vorreiter, wenn es galt, die Zahl von IC Ausféllen zu
verringern und die Lebensdauern von Produkten zu verbes-
sern. Vom Rohmaterial tiber Entwurf und Herstellung bis zur
Auslieferung, die Qualitdt und die Zuverléssigkeit der Pro-
dukte von National Semiconductor sind uniibertroffen.

" Wir sind stolz auf unseren Erfolg, der Standards setzt, die
fir andere erstrebenswert sind. Auch ihre Anspriiche steig-
en‘sténdig. Sie als unser Kunde kénnen sich auch weiterhin
auf National Semiconductor verlassen.

La Qualité et La Fiabilité:

Une Vocation Commune Chez National
Semiconductor Corporation

National Semiconductor Corporation est un des leaders in-
dustriels qui fabrique des circuits intégrés d’une trés grande
qualité et d’une fiabilité exceptionelle. National a été le pre-
mier & vouloir faire chuter le nombre de circuits intégrés
défectueux et a augmenter la durée de vie des produits.
Depuis les matiéres premiéres, en passant par la concep-
tion du produit sa fabrication et son”expédition, partout la
qualité et la fiabilité chez National sont sans équivalents.

Nous sommes fiers de notre succés et le standard ainsi
défini devrait devenir I'objectif & atteindre par les autres so-
ciétés. Et nous continuons & vouloir faire progresser notre
recherche de la perfection; il en résulte que vous, qui étes
notre client, pouvez toujours faire confiance a National
Semiconductor Corporation, en produisant des systémes
d’une trés grande qualité standard.

Un Impegno Societario di Qualita e
Affidabilita

National Semiconductor Corporation & un’industria al ver-
tice nella costruzione di circuiti integrati di altd qualita ed
affidabilita. National & stata il principale promotore per I'ab-
battimento della difettosita dei circuiti integrati e per Iallun-
gamento della vita dei prodotti. Dal materiale grezzo attra-
verso tutte le fasi di progettazione, costruzione e spedi-
zione, la qualita e affidabilita National non & seconda a nes-
suno.

Noi siamo orgogliosi del nostro successo che fissa per gli
altri un traguardo da raggiungere. il nostro desiderio di per-
fezione & d’altra parte illimitato e pertanto tu, nostro cliente,
puoi continuare ad affidarti a National Semiconductor Cor-
poration per la produzione dei tuoi sistemi con elevati livelli
di qualita.

Al

Charles E. Sporck

President, Chief Executive Officer
National Semiconductor Corporation
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TRADEMARKS

Following is the most current list of National Semiconductor Corporation’s trademarks and registered trademarks.

Abuseable™ FAIRCAD™
Anadig™ Fairtech™
ANS-R-TRANTM FAST®
APPS™ 5-Star Service™
ASPECT™ GENIX™
Auto-Chem Deflasher™ GNX™™
BCP™ HAMR™
BI-FET™ HandiScan™
BI-FET II™™ HEX 3000™™
BI-LINE™ HPC™
BIPLANT™ 13Le
BLC™ ICM™
BLX™ INFOCHEX™
Brite-Lite™ Integral ISET™
BTL™ Intelisplay™
CheckTrack™ ISE™
CiM™ ISE/06™
CIMBUS™ ISE/08T™
CLASIC™ ISE/16T™
ClockirChek™ ISE32™™
COMBO™ ISOPLANAR™
COMBO I™ ISOPLANAR-Z™
COMBO II™™ KeyScan™
COPS™™ microcontroliers LMCMOS™
Datachecker® M2CMOS™
DENSPAK™ Macrobus™
DIB™ Macrocomponent™
Digitalker® MAXI-ROM®
DISCERNT™ MeatirChek™
DISTILL™ MenuMaster™
DNR® Microbus™ data bus
DPVMT™ MICRO-DAC™
ELSTAR™ ptalker™
Embedded System Microtalker™
Processor™ MICROWIRE™
E-Z-LINK™™ MICROWIRE/PLUS™
FACT™ MOLE™™

MST™ SCX™
Naked-8™ SERIES/800T™
National® Series 900™
National Semiconductor® Series 3000™
National Semiconductor Series 32000®
Corp.® ShelfirChek™
NAX 800™ SofChek™
Nitride Plus™ SPIRE™
Nitride Plus Oxide™ STAR™
NML™ Starlink™
NOBUS™ STARPLEX™
NSC800™ Super-Block™
NSCISE™ SuperChip™
NSX-16™ SuperScript™
NS-XC-16™ SYS32™
NTERCOMT™ TapePak®
NURAM™ TDS™
OXISS™ TeleGate™
P2CMOS™™ The National Anthem®
PC Master™ TimewrChek™
Perfect Watch™ TINA™™
PharmasrChek™ TLC™
PLANTM Trapezoidal™
PLANAR™ TRI-CODE™
Plus-2T™ TRI-POLY™
Polycraft™ TRI-SAFE™
POSilink™ TRI-STATE®
POSitalker™ TURBOTRANSCEIVER™
Power + Control™ VIP™
POWERplanar™ VR32™
QUAD3000™ WATCHDOG™
QUIKLOOKT™™ XMOS™
RAT™ XPUTM
RTX16™ Z STAR™
SABR™™ 883B/RETS™
ScriptrChek™ 883S/RETS™

GAL® is a registered trademark of Lattice Semiconductor.

PAL® is a registered trademark of and is used under license from Monolithic Memories, Inc.

UNIX® is a registered trademark of AT & T.
DECT™™ and Ultrix™ are trademarks of Digital Equipment Corp.

LIFE SUPPORT POLICY

NATIONAL’S PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COMPONENTS IN LIFE SUPPORT DEVICES OR
SYSTEMS WITHOUT THE EXPRESS WRITTEN APPROVAL OF THE PRESIDENT OF NATIONAL SEMICONDUCTOR COR-

PORATION. As used herein:

1. Life support devices or systems are devices or systems
which, (a) are intended for surgical implant into the body,
or (b) support or sustain life, and whose failure to per-
form, when properly used in accordance with instructions
for use provided in the labeling, can be reasonably ex-
pected to result in a significant injury to the user.

2. A critical component is any component of a life support
device or system whose failure to perform can be reason-
ably expected to cause the failure of the life support de-
vice or system, or to affect its safety or effectiveness.

National Semiconductor Corporation 2900 Semiconductor Drive, P.O. Box 58090, Santa Clara, California 95052-8090 (408) 721-5000

TWX (910) 339-9240

National does not assume any responsibility for use of any circuitry described, no circuit patent licenses are implied, and National reserves the right, at any time

without notice, to change said circuitry or specifications.
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Introduction

National Semiconductor’s graphics and imaging products in-
clude complex VLSI peripheral circuits designed to serve a
variety of applications. These products are especially well
suited for microcomputer and microprocessor systems such
as workstations, terminals, personal computers, and many
others.

GRAPHICS

Sophisticated human interface is the mark of the newest
computer systems. Today’s personal computer may have
better graphics display capability than engineering worksta-
tions of a few years ago. National Semiconductor has devel-
oped a new family of Advanced Graphics products to pro-
vide extremely high performance, high resolution mono-
chrome or color graphics displays. The graphics chip set is
designed to provide the highest ievel of performance with-
out placing constraints on the overall system design or per-

_formance. Flexibility is as important as is overall perform-

" ance. That flexibility is provided by the partitioned function-
ality, modular building block approach, open architecture,
programmability of all components and the ability to address
the frame buffer in a planar (parallel) mode or in a pixel-wise
mode. The graphics system may be expanded to any num-
ber of color planes with virtually unlimited resolution. The
Graphics Databook provides all of the details to make dis-
play system design easy.

uopanpo.ju|
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National Semiconductor Advanced Peripherals products in-
clude complex VLSI peripheral circuits designed to serve a
variety of applications. The Advanced Peripherals products
are especially well suited for microcomputer and microproc-
essor systems such as graphics workstations, personal
computers, and many others. National Semiconductor Ad-
vanced Peripherals devices are fully described in a series of
databooks and handbooks.

Among the Advanced Peripherals books are the following
titles:

MASS STORAGE

The National Semiconductor family of mass storage inter-
face products offers the industry’s highest performance and
broadest range of products for Winchester hard disks and
floppy disks. The Mass Storage Handbook includes com-
plete product information and datasheets as well as a com-
prehensive design guide for disk controller systems.

DRAM MANAGEMENT

Today’s large Dynamic Random Access Memory (DRAM)
arrays require sophisticated high performance devices to
provide timing access arbitration on board drive and control.
National Semiconductor offers the broadest range of DRAM
controllers with the highest “No-waitstate” performance
available on the market. Controllers are available in Junc-
tion Isolated LS, Oxide Isolated ALS, and double metal
CMOS for DRAMs from 64k bit through 4M bit devices, sup-
porting memory arrays up to 64 Mbyte in size with only one
LSI/VLSI device. For critical applications, National Semi-
conductor has developed several 16- and 32-bit Error
Checking and Correction (ECC) devices to provide maxi-
mum data integrity. The Memory Support Handbook con-
tains complete product information and several application
notes detailing complete memory system design.

LOCAL AREA NETWORKS AND DATA
COMMUNICATIONS

Today’s computer systems have created a huge demand for
data communications and Local Area Networks (LANSs).

TL/XX/0058-1

National Semiconductor provides a complete three-chip so-
lution for an entire IEEE 802.3 standard for Ethernet/
Cheapernet LANs. National Semiconductor offers a com-
pletely integrated solution for the IBM 370 class main-
frames, System 3X and AS/400 systems for physical layer
front end and processing of the IBM 3270/3299 “coaxial”
and 5250 “twinaxial” protocols. To drive the communica-
tions lines, National Semiconductor has drivers and receiv-
ers designed to meet all the major standards such as RS-
232, RS-422, and RS-485. Datasheets and applications in-
formation for all these products are in the LAN/DATA
COMM Handbook.

GRAPHICS

Sophisticated human interface is a mark of the newest com-
puter systems designs. Today’s personal computer may
have better graphics display capability than engineering
workstations of a few years ago. National Semiconductor
has developed a new family of Advanced Graphics products
to provide extremely high performance, high resolution color
graphics displays. The graphics chip set is designed to pro-
vide the highest level of performance with minimum de-
mands and loading on the system CPU. The graphics sys-
tem may be expanded to any number of color planes with
virtually unlimited resolution. The Graphics Databook lays it
all out and makes the display system design easy.

REAL TIME CLOCKS

National offers a family of Real Time Clocks (RTCs) and
advanced Timer Clock Peripherals (TCPs). The RTC family
provides a simple uP bus compatible interface to any sys-
tem requiring accurate, reliable, on-going real time and cal-
ender functions. The TCP family offers the RTC, RAM and
two 16-bit programmable timers with fast wP bus handshake
controls for chip select, read and write. The Real Time
Clock handbook includes complete product information and
datasheets as well as applications information.

vi
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Product Status Definitions

Definition of Terms

Data Sheet Identification Product Status

Definition

Formative or
In Design

This data sheet contains the design specifications for product
development. Specifications may change in any manner without notice.

First
Production

This data sheet contains preliminary data, and supplementary data will
be published at a later date. National Semiconductor Corporation
reserves the right to make changes at any time without notice in order
to improve design and supply the best possible product.

Full
Production

This data sheet contains final specifications. National Semiconductor
Corporation reserves the right to make changes at any time without
notice in order to improve design and supply the best possible product.

National Semiconductor Corporation reserves the right to make changes without further notice to any products herein to
improve reliability, function or design. National does not assume any liability arising out of the application or use of any product
or circuit described herein; neither does it convey any license under its patent rights, nor the rights of others.

vii
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DP8500 Raster Graphics Processor

General Description

National’s DP8500 Raster Graphics Processor (RGP) is a
microprocessor specifically tuned for graphics applications.
A member of the Advanced Graphics Chip Set, it provides
the set of functions required for display buffer update and
video refresh in mid-to-high-performance color or mono-
chrome raster graphics systems employing both graphics
primitives and text. The RGP combines the following ele-
ments: a general-purpose microcoded microprocessor, a
programmable video refresh generator, a vector generator,
a BITBLT controller and a rectangular clipper. As such, it
may be used in standalone applications or as a dedicated
graphics engine in conjunction with any general-purpose mi-
Croprocessor.

The RGP supports a system architecture that features con-
stant drawing speed, measured in pixels/second, indepen-
dent of the depth (number of bits) of the pixel. This key
feature arises from the RGP’s use of an external data path
device, the BITBLT Processing Unit (BPU), for all drawing
functions. By employing a BPU on each plane of memory,
the traditional “bottieneck” is removed from the data manip-
ulation path. In effect, the data bus width (for drawing pur-
poses) is made proportional to the pixel depth, thus preserv-
ing the drawing speed as pixel depth is increased from one
bit to any number of bits.

During video refresh, the RGP produces all synchronization
and blanking signals for CRT displays and generates memo-
ry cycles, appropriate for the type of memory used, on be-
half of the video shift registers. Any type of memory may be
used: SRAM, DRAM or video RAM. In addition, the RGP
supports the use of fast access modes in dynamic RAMS,
such as page mode or static column mode.

Features

B 20 MHz operation

| Fully programmable

m Large, uniform address space

— 28-bit bit (pixel) address

— 24-bit word address

— 16-bit data bus

— Program, data, and display memories can reside
anywhere

Flexible bus interface

— Processor independent

— Conventional HOLD/HLDA mechanism

Large drawing space

— Up to 16384 by 16384 pixels per bitmap

— Pixels of any depth

Dedicated graphics hardware

— Vector generator

— Line pattern generator

— BITBLT controller

— Rectangular clipper

Efficient text support

— Multiple fonts/sizes

— Proportional spacing

® Programmable video refresh

— Can be disabled for laser printer applications

— Pixel rates to 250 MHz and beyond

— Display formats to 65536 pixels by 4096 scan lines

— Interlaced or non-interlaced

— Genlock support

microCMOS technology

68-lead PLCC package

Block Diagram

Address/Data Bus Control Status

]
] Bus 1
| Interface |
] ]
]
Interrupts —i-p '";t‘m‘:;"’“ " Address |
Rosot—:-b and anzrol T Processor :
' Line, BLT '
' ne, —ale Data '
BPU Control 4—:—-4 D‘atrlsr;nd P Processor :
] ]
' !
Pixel N Refresh “> Refresh and
: Clipper b Generator ' Monitor Control
-

- e wm-d

TL/F/9427-1

0058dd




DP8500

Connection Diagram

Plastic Chip Carrier .
eBxn _oBa-do 8 .
®28852F233528288%88%8
B T N T T Y 1 N T O O I P I O |
/9 8 7 6 5 4 3 2 1 68 67 66 65 64 63 62 61
A6 =110 60}=AD5
A7 -111 59 = AD4 )
GNDB2 =412 58 = LCLK |
A8 =413 57 = AD3
A9 =114 56 = AD2
A20 415 55 | veCB4
RSTi—{16 54 = AD1
A21~417 53 =~ GNDB6
iNT =118 DP8500 RGP 52 |~ Reserved
GNDB3 —§ 19 51}~ ADO
A22 =120 . 50 |~ Reserved
NN =] 21 49 |~ BLANK
A23 —22 48 p— HSYNC
PH2 =4 23 47 b= VSYNC
VCCB2 ~—§ 24 46— GNDB5
HALT—j25 - 45 = BSE
DRREQ —4 26 41-1/8
27 28 29 30 31 32: 33 34 35 36 37 38 39 40 41 42 43
ORI SR LI L Y AL
c mle|lz a2 @ a4 A @ O oo @
|’:§,|sg °|§°|§g<§ g ‘
C TL/F/9427-2
Order Number DP8500V
See NS Package Number V68A
Pin Descriptions
Pin | Description Pin Description
SUPPLIES INPUTS (Continued) .
VCCL1- | Positive supply for internal logic: 5 Vdc +10%. LCLK | Load Clock. LCLK is a TTL-compatible clock
VCCL2 normally supplied by the VCG’s LCLKO. It provides
- X the basic time unit used in the registers that
GNDL1- | Ground for internal logic. specify digitally the video refresh functions: sync,
GNDL2 blanking and display-refresh bus cycles.
VCCB1- | Positive supply for on-chip buffers: RSTI | Reset In (active low) RSTl is used to place the
VCCB4 | 5Vdc +£10%. RGP into the reset state; this is typically done at
GNDB1 - | Ground for on-chip buffers. _.| Ppower-up.
GNDB7 WAIT | Wait (active low). WAIT is used to cause the RGP
INPUTS to insert one or more wait states into the current
bus cycle. This mechanism can be used to
PH1 Phase 1. PH1 is an MOS-level clock normally accommodate the RGP to relatively slow memory
provided by the VCG. It must have no overlap with devices; it can also serve as a bus-not-ready
the PH2 clock. indication from a bus arbiter.
PH2 Phase 2. PH2 is an MOS-level clock normally
provided by the VCG. it must have no overlap with
the PH1 clock.




Pin Descriptions (continued)

Pin

| Description

INPUTS (Continued)

HOLD

Hold Request (active low). HOLD serves as a
request from another master for the RGP’s
bus. In response, the RGP will complete the
current bus cycle (if any), TRI-STATE® only
the address and data buses and assert Hold
Acknowledge.

g

Interrupt Request (active low). INT causes the
RGP to suspend normal processing after
completion of the current instruction (if any), to
save the Program Counter and Processor
Status Register on the stack and to enter the
user's interrupt service routine. This function
can be disabled via the Processor Status
Register.

Z|

Non-Maskable Interrupt Request (negative
edge triggered). NMI causes the RGP to
suspend normal processing after the
completion of the current instruction (if any), to
save the Program Counter and Processor
Status Register on the stack and to enter the
user's non-maskable interrupt service routine.
This function is disabled upon Reset, and is
enabled upon the first store operation to the
PSR register.

RESERVED

Reserved for NSC testing. Must be tied to
ground.

OUTPUTS

A16-A23

Address Lines. A16-A23 provide the most
significant eight bits of memory addresses
during bus cycles. A23 is the most significant.
A16-A23 are at TRI-STATE whenever HLDA
is asserted by the RGP. Addresses are
guaranteed to be valid at the falling edge of
ALE.

BS0-BS1

Bus Status Lines. BSO-BS1 are used to
indicate the type of bus cycle to be performed
by the RGP. (See Table I.) BS0-BS1 become
valid during the first T-STATE of a bus cycle
(before the rising edge of ALE) and remain
valid through the end of the last T-state of that
cycle.

Read (active low status). RD indicates that
the current cycle will cause memory to be
read. RD becomes valid during the first T-
state of a bus cycle (before the rising edge
of ALE) and remains valid through the end of
the last T-state of that cycle. Both RD and
WR may be asserted in the same cycle. This
indicates that the RGP is requesting a read-
modify-write operation in the current cycle.

Pin

Description

OUTPUTS (Continued)

WR

Write (active low status). WR indicates that the
current cycle will cause memory to be written.
WR becomes valid during the first T-state of a
bus cycle (before the rising edge of ALE) and
remains valid through the end of the last T-state
of that cycle. Both WR and RD may be asserted
in the same cycle. This indicates that the RGP is
requesting a read-modify-write operation in the
current cycle.

ALE

Address Latch Enable. ALE indicates the
beginning of a bus cycle. Its rising edge
indicates that bus status, consisting of BS1-0,
RD and WR are valid. Its falling edge indicates
that the PB and the address, consisting of ADO-
15, A16-23 and (if used in this cycle) BO-3, are
valid.

Page Break (active low status). PB indicates that
the 16 most significant address bits (AD8-15
and A16-23) of the RGP’s current bus cycle are
not equal to the 16 most significant address bits
generated by the RGP in the previous bus cycle.
PB can be used by the system’s memory
controller to allow it to generate page-mode
accesses to memory, resulting in shorter access
times. Since the eight least significant bits of
addresses are ignored in the above comparison,
the page size is always 256 words.

Hold Acknowledge (active low). HLDA indicates
that the RGP has put the address and data
buses at TRI-STATE and has entered an
internal hold condition. The RGP will not exit the
hold condition until the HOLD input has been
removed.

Horizontal Synchronization (active low). HSYNC
indicates to the CRT monitor that the horizontal
sweep should begin its retrace. The RGP can be
programmed to use this output as composite
sync, that is, the exclusive-NOR of HSYNC and
VSYNC. This option is selected via the RGP’s
Video Control Register.

|
>
Z|
X

Composite Blanking (active low). BLANK is the
result of ORing the internal vertical and
horizontal blanking signals. BLANK indicates to
the CRT monitor that the screen should be
blanked.

Display Refresh Request (active low). DRREQ
starts generation of a Video Refresh bus cycle.
DRREQ can be used by an external bus arbiter
as a high-priority bus request. It can also be
used for precise control of video DRAM transfer
cycles, e.g., when performing mid-scanline
transfers.
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Pin Descriptions (Continued)

Pin | Description Pin Description
OUTPUTS (Continued) OUTPUTS (Continued)
L/B Linedraw/BITBLT mode. L/B sets the operating HALT | Halt (active low). HALT indicates that the RGP
mode of the BPU during drawing operations. has executed a HALT instruction and entered
L/B is high to place the BPU into line-drawing the halt state, a state in which no instructions
mode, low to place the BPU into BITBLT mode. are processed, but video refresh functions
L/Bis asserted throughout execution of any continue. The halt state can be exited via an
drawing instruction that uses the BPU, starting interrupt or reset.
{J:or'to the generation of any bus cycles within RSTO | Reset Out (active low). RSTO is driven low
at instruction. Radandagt . .
whenever RSTl is driven low. It is also driven low
BSE BITBLT Source Enable. BSE directs the flow of (for two clock cycles) at the end of execution of
data within the BPU. When high, BSE indicates FILLA or FILLT instructions. The INITB
to the BPU that the current bus cycle is instruction drives RSTO low for two clocks.
associated with BITBLT data in the source RSTO is normally connected to the BPU’s
rectangle. BSE is low during BITBLT destination RESET input. :
data bus cycles and during non-BITBLT cycles.
Itis valid on the rising edge of ALE and remains INPUT/OUTPUTS
valid throughout the bus cycle. ADO- | Multiplexed Address and Data lines. ADO-15
BO/LME |Bit Select 0 or Left Mask Enable. This output to ADI5 | serve as outputs early in  bus cycle, providing
the BPU serves two purposes. When L/_§_ is high Laeter inetiz ::lgsm ‘Z?: tr’,‘;erggz: as rt?wsesdalta‘
it functions as BO (see below). When L/B is low bus. ADO is the I?;st si n{ficant bit of data or
it functions as LME, which serves to enable the ad d} oss. As a data busgthese lines can be
left mask.' LME [s valid at the falling edge of ALE inputs (ciuring reads), o’utputs (during writes) or
and remains valid throughout the bus cycle. can be ignored by the RGP (e.g., during
B1/RME | Bit Select 1 or Right Mask Enable. This output to BITBLTSs). These lines are at TRI-STATE
the BPU serves two purposes. When L/B is high whenever Hold Acknowledge is asserted by the
it functions as B1 (see below). When L/B is low RGP. Addresses are guaranteed to be valid at
it functions as RME, which serves to enable the the falling edge of ALE.
right mask. RME is valid at the falling edge of VSYNG . - X VSYNG
ALE and remains valid throughout the bus cycle. VSYNC | Vertical Synchro_n ization (active low). VSYNC
can serve as an input or an output. As an output,
B2/FWR | Bit Select 2 or FIFO Write. This output to the it indicates to the CRT monitor that the vertical
BPU serves two purposes. When L/B is high it sweep should begin its retrace. As an input, it
functions as B2 (see below). When L/B is low it clears the internal counters associated with
functions as FWR, which causes the BPU’s vertical sync generation within the RGP. As
barrel-shifter output to be written to the BPU’s such, it allows the RGP to synchronize itself with
FIFO. FWR is valid on the rising edge of PH1, an external video source (this assumes the use
two clock periods after WAIT is sampled high of horizontal synchronization features of the
‘| during the next T2-state bus cycle. VCG). This option is selected via the RGP’s
B3/FRD | Bit Select 3 or FIFO Read. This output to the Video Control Register.
BPU serves two purposes. When L/B is high it
functions as B3 (see below). When L/B is low it Table |
functions as FRD, which causes the BPU’s FIFO
output to be read into the BPU’s logic unit. FRD Bus Status Cycle Type
is valid at the rising edge of a PH1 during the (BS1, BSO) (Function)
:;ct;:j‘.m the corresponding destination data 0,0 Operand Read or Write
BO-B3 | Bit Select. When L/B is low, these four outputs 9! Instruction Feteh
have other functions (see above). When L/Bis 1,0 BITBLT/Draw (Address Only)
high, BO~3 select a specific bit within the word N
addressed by ADO-15 and A16-23. BO-3 11 Video Refresh (Address Only)
become valid prior to the falling edge of ALE
and remain valid throughout the bus cycle.




Architectural Description

AGCS OVERVIEW

The RGP, serving as the core of a bitmapped graphics sys-
tem, is designed to work in concert with the other members
of the Advanced Graphics Chip Set (AGCS). Other compo-
nents of the chip set include the DP8512 Video Clock Gen-
erator (VCG), the DP8515/16 Video Shift Register (VSR)
and the DP8511 BITBLT Processing Unit (BPU). Additional
functions required for system implementation are provided
by National through such components as the DP8520/22
Video DRAM Controller and the Bus State Machine (BSM).

The components that comprise the Advanced Graphics
Chip Set are fabricated in a variety of technologies, each
appropriate to the function performed by that component.
Both CMOS and bipolar technologies are used in the family.
As a result, the family exhibits both VLSI functionality and
250 MHz operation.

The Advanced Graphics Chip Set supports a high-perform-
ance architecture without imposing a particular bus proto-
col, timing or memory type upon the system designer. As a
result, AGCS-based systems can be realized with a range of
solutions to the cost/performance tradeoff. Advances in
memory technology can be capitalized upon in future sys-
tems while retaining software compatibility.

A major feature of the system architecture is the support of
simultaneous data manipulation (during drawing) at each of
the bitplanes. This allows the system to retain its drawing
speed (in pixels per second) as pixel depth increases from
one to any number of bits.

The functional interconnection of these components is illus-
trated in Figure 1, which represents a minimal bitmapped
graphics system. In this system, the intensity of each pixel is
described by a single bit, i.e., each pixel is either on or off.
The roles of the various components are described below,
as are design considerations for color systems.

DP8500 Raster Graphics Processor (RGP)

The RGP is designed to be the overall control mechanism in
graphics systems. It draws graphics objects in the display
buffer, refreshes the video display, and performs general
purpose computing tasks.

The implementation of the RGP reflects these functions
(see Figure 2). A general purpose microcoded microproces-
sor core is augmented by dedicated hardware for the setup
and execution of graphics primitives. In addition, a program-
mable state machine handles all video synchronization
functions and produces addresses for video refresh. Inter-
nal bus arbitration logic controls access to the external bus.

Status
Bus |
RGP
- To CRT
¢ veo
SYNC
Blanking ;
TL/F/9427-3
FIGURE 1. Minimal Bit-Mapped Graphics System
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Processor and B
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Drawing N
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FIGURE 2. RGP Organization Diagram
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Architectural Description (continued)

DP8511 BITBLT Processing Unit (BPU)

The DP8511 BPU provides a data path for changing the
contents of the frame buffer. The drawing functions of the
RGP, e.g., line drawing and polygon filling, rely on the BPU
to accept data from memory, modify it, and return it to mem-
ory. The general scheme underlying these operations is
BITBLT (BIT boundary BLock Transfer). During BITBLT, the
RGP serves as an address generator to initiate the appropri-
ate memory cycles and as a strobe generator to control the
BPU’s operation.

The BPU is a microCMOS device intended to provide hard-
ware support for BITBLT. It includes a barrel shifter, used to
shift source data into bit alignment with the destination and
a FIFO to contain a series of shifted source words. A 16-
function logic unit allows all possible bitwise combinations
between the source and destination data. The BPU has
hardware to support pixel operations and line drawing. In
particular, it can address a single bit within the current word
and read and write the selected bit. Details of BPU opera-
tion can be obtained from the BPU data sheet.

The use of BITBLT as the underlying mechanism for all
drawing operations promotes a common method for han-
dling both simple systems, as shown in Figure 1, and more
complex, high performance systems, as shown in Figure 3.
This latter figure illustrates a multi-plane system, i.e., one in
which several bits (one from each plane) describe the value
of a pixel. This might be used to describe the intensity (in
monochrome) or the hue (in color) of the pixel. The use of a
BPU per plane, permitting simultaneous update of all
planes, leads to the highest performance. Alternatively, a
cost-performance trade-off might be made by sharing one
or more BPUs across two or more planes. At one extreme
(single BPU) updates are done serially to each plane. At the
other extreme (a BPU per plane) updates are performed in a
purely parallel manner. A middle ground could be imple-
mented, updating the planes in a serial-parallel manner. The
mechanism of implementing the data path function in the
BPU, rather than the RGP, produces this design flexibility.

DP8515/16 Video Shift Register (VSR)

The DP8515/16 VSR shifts pixel information at the data
rate required by the CRT. It is implemented in National's

Bipolar-CMOS process. It combines CMOS control logic
and a CMOS input FIFO with an ECL shifter. As a result, it
provides the system designer additional timing flexibility in
the load path coupled with up to 350 MHz shift capability
without excessive current consumption. The DP8515 pro-
vides ECL 10k compatible outputs, while the DP8516 is ECL
100k compatible. Parallel loading of the VSR is initiated by
the RGP and assisted by the VCG.

DP8512 Video Clock Generator (VCG)

The DP8512 VCG, implemented in National’s oxide-isolated
bipolar process, provides all clocks in the system. It gener-
ates all clocks from a relatively low frequency (less than
20 MHz) crystal or external clock, simplifying system design
and reducing system cost.

A two-phase MOS processor clock is supplied to the RGP
and BPU; TTL clocks are generated for the RGP video re-
fresh logic and for the VSR’s FIFO control functions. The
VSR’s load and shift functions are controlied by ECL clocks
generated by the VCG. An on-chip phase-locked loop (PLL)
multiplies the reference crystal/clock in order to generate a
pixel clock as high as 225 MHz. The VCG also includes
another PLL for synchronizing the horizontal sync (generat-
ed by the RGP) to an external source.

PROGRAMMING MODEL

The RGP is a microprocessor combined with a concurrent
video-refresh machine. This section will discuss the pro-
grammer-visible aspects of both the microprocessor and
the video-refresh machine. For additional information, refer
to the DP8500 RGP Programmer's Reference Manual
(PRM).

The processor section of the RGP is a general purpose mi-
croprocessor with an instruction set expanded to include
graphics operations. While the processor is microcode driv-
en, certain graphics operations, notably BITBLT, line draw-
ing and clipping, are implemented via dedicated hardware
for increased throughput.

The organization of the processor, shown in Figure 4, re-
flects the duality, present in raster-graphics systems, of
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Architectural Description (continued)

Address Data
Processor Processor
(AP) (op)
28-Bit 16-Bit

RGP

TL/F/9427-6
FIGURE 4. RGP Dual-Processor Configuration

a virtual (Cartesian, x-y) drawing space and a physical
(memory address) space. That is, the RGP’s processor sec-
tion actually consists of two processors, the Address Proc-
essor (AP) and the Data Processor (DP), operating concur-
rently, driven by common microcode. The RGP’s register
complement, described below, is shown in Figure 5.

The AP consists of a 28-bit Arithmetic and Logic Unit (ALU),
having a relatively simple instruction set, and a private bank
of sixteen 28-bit registers. The DP is composed of a 16-bit
ALU, having a relatively rich instruction set, and a bank of
sixteen 16-bit registers. These instruction sets operate reg-
ister-to-register only and then only within their respective
register banks.

The remaining registers of the RGP have dedicated func-
tions in support of the graphics environment or the video
refresh mechanism. Examples include the registers of the
Clipper and the Display Buffer Base Address register (DBB).

A single stream of instructions, fetched from external mem-
ory, serves both processors via microcode control. This in-
cludes the register-to-register instructions of both the AP
and DP and the instructions for data transfers between RGP
registers and memory. Additional RGP instructions, not be-
longing exclusively to the AP or DP, use both processors
and, often, additional on-chip resources; this is typical of all
of the drawing instructions. An example of this is the DRLN
(draw line) instruction, which uses both processors, the clip-
per, the line drawing controller, the line-pattern generator
and the BITBLT controller.

While simple instructions like ADD and MOV leave unmodi-
fied any registers not specified in their encodings as being
operands, the more complex drawing instructions like DRLN
use certain registers of the AP and DP as implicit arguments
or as temporary storage. These side effects of RGP drawing
instructions are detailed in the Programmer’s Reference
Manual PRM.

Memory Organization and Data Types

The RGP supports uniform: 24-bit addressing; the unit of
storage in memory is the word. That is, the memory space
of the RGP consists of 224 16-bit words. Parts of the memo-
ry space can be designated by the user as Program, Data,
Stack, Display Buffer, etc., at the user’s discretion; the RGP
imposes no restrictions upon these allocations.

For purposes of drawing, the RGP views the memory as
being bit addressable (see Memory Addressing Section). In
this case, the address is a 28-bit quantity, called a Bit Ad-
dress, which consists of a 24-bit Word Address, left-shifted
four bits and added to a 4-bit bit-selection field.

Data elements treated by the RGP vary in length (number of
bits) from 3 to 28 bits according to their function. However,
they are always stored right justified (that is, justified toward
bit 0) in registers or in memory (see Figure 6). Further,
when stored in memory, multiple-word quantities are always
stored with the least significant word at the lowest storage
address. Supporting what is known as “Little-Endian” archi-
tecture. The address of a memory-resident quantity is the
address of its least significant word.

The following data element lengths are used by the RGP:

word 16 bits or less
word address 24 bits
bit address 28 bits

If an element is written from memory to a register that is
shorter than the element, the more significant portion of the
element is truncated to allow the less significant portion to
fit into the register. If an element is written from a register to
memory, the element is right justified in the memory location
and unused bits are set to zero.
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Architectural Description (continued)
Address Processor Registers

The registers of the Address Processor (Figure 7) are 28 bits in length. They are used to hold operands for the Address
Processor or to hold Word Addresses or Bit Addresses. Registers A0, A1 and A2 are not subject to side effects of RGP drawing

instructions.

Data Processor Registers

A0

A

A2

A3 FILL/TNXC

A4 MICRO/TTCH

A5 WICRO/TTHWB

A6 BSAD

A7 BSWRP/MICRO

A8 DSAD

A9 DSWRP

ATO TCDB/LDA1

AT LDAZ/TFAD

A2 INTB

A3 P

A4 PC

ATS VICRO
28— !

= RESERVED FOR USER
= RESERVED FOR USER

= RESERVED FOR USER
= poLyook FILL/CHARACTER

TRAP PARAMETER VALUES

BITBLT SOURCE ADDRESS

= BITBLT SOURCE WARP/MICRO

CODE USAGE

- BITBLT DESTINATION ADDRESS

= DRAWING SPACE WARP

= CHARACTER DESCRIPTOR TABLE/BRESENHAM BIT
ADDRESS INCREMENT

= BRESENHAM BIT ADDRESS INCREMENT/TEXT FONT

BITMAP

= INTERRUPT VECTOR TABLE BASE
= STACK POINTER

= PROGRAM COUNTER

= MICROCODE USAGE

FIGURE 7. Address Processor Registers

TL/F/9427-11

The registers of the Data Processor (Figure 8) are 16 bits in length. All of these registers are subject to side effects of RGP
drawing instructions, but D0-5 are preserved through execution of all RGP instructions except those used for polygon filling.

D0 DSXT
D1 LocTT
D2 TLENT
3 LOEIT
D4 LDE2T
05 LERRT
D6 FX/MICRO
7 FXT/MICRO
D8 MICRO
09 LLEN
D10 LDE
DI MICRO/LDEZ
D12 MICRO/LERR
D13, BWD/MICRO
Di4 BHT/MICRO
D15 MICRO

| 16 |

- RESERVED FOR USER*
- RESERVED FOR USER*
- RESERVED FOR USER*
- RESERVED FOR USER®
- RESERVED FOR USER®
- RESERVED FOR USER*
- RESERVED FOR POLGON FILL
= RESERVED FOR POLGON FILL
~ RESERVED FOR POLGON FILL
- RESERVED FOR LINE LENGTH
- BRESENHAM ERROR INCREMENT
- BRESENHAM ERROR INCREMENT2
- BRESENHAM ERROR
- BITBLT WIDTH
= BITBLT HEIGHT
~ RESERVED FOR MICROCODE
* except during FILL instructions

FIGURE 8. Data Processor Registers

TL/F/9427-12
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Architectural Description (Continued)

Status/Control Registers

The following registers indicate or control instruction or in-
terrupt status of the RGP. They are each 16 bits in length.

The Processor Status Register (PSR, see Figure 9) indi-
cates the status returned as a result of instruction execu-
tion. It also controls the enabling of maskable interrupts and
the enabling of the clipper. The individual bits are defined as
follows (all fields are asserted when set to one, negated
when set to zero):

Z: Data Processor Zero bit
C: Data Processor Carry bit
N: Data Processor Negative bit
V: Data Processor Overflow bit
AZ: Address Processor Zero bit
AC: Address Processor Carry bit

K: An undrawn character code is present in register
TNXC.

w: The current x,y is within the bounds of the clipper.

EIP:  External Maskable Interrupt Pending
VIP:  Video Interrupt Pending

CLE: Enable Clipper (1 to enable)

PTE: Enable Pick Trap

EIE: Enable External Maskable Interrupt
VIE: Enable Video Interrupt

See the PRM for more information

16 14 13 12 11 10 9 8

,VIE| EIE |PTE|CLE] VIP' EIP

7 6 5 4 3 2 1 0

w| K ]AC[AZJ q NTC ’ zJ
FIGURE 9. Processor Status Register

Clipper Registers

All drawing operations executed by the RGP are subject to
the action of a rectangular clipper, when the clipper is en-
abled. The action of the clipper is to suppress the drawing of
pixels outside its boundary. Clipping always takes place to
bit resolution independently of the nature of the graphics
primitive/operation.

T
Reserved
L

That is, all lines, polygons, BITBLTs and text primitives are
clipped exactly to the coordinate values defined in the clip-
per.

The clipper consists of six 16-bit coordinate registers and a
16-bit clipper status register, as follows:

XMIN  The x-coordinate of the left boundary of the
clipper

XMAX  The x-coordinate of the right boundary of the
clipper °

YMIN  The y-coordinate of the top boundary of the
clipper

YMAX The y-coordinate of the bottom boundary of the
clipper

DSX The x-coordinate of the current drawing point

DSY The y-coordinate of the current drawing point

CSR The 16-bit Clipper Status Register

When enabled, the clipper is invoked by the RGP for all
drawing instructions. The clipper may also be utilized by
drawing routines written by the user. The organization of the
CSR (Figure 10) facilitates this use of the clipper. The CSR
contains the results of the four meaningful comparisons be-
tween the clipper boundary registers and the current point
registers. These results are expressed in “‘outcode” format
in the four least significant bits of the CSR.

i 16
DSX drawing space x
D__S_Y drawing space y
XMIN left
XMAX right
YMIN top
YMAX bottom
1 4 2. 1.0
RESERVED po=[<=ly>=fy<=] CSR

TL/F/9427-13
FIGURE 10. Clipper Registers
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Architectural Description (continued)
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FIGURE 11. Line Style Generator

Line Style Registers

Those graphics primitives which are drawn by the RGP one
pixel at a time, i.e., points, lines and polylines, are drawn
subject to the action of a line pattern generator within the
RGP. This mechanism produces a pattern along the length
of a (presumed) line by suppressing the memory cycles as-
sociated with drawing certain points along the line, accord-
ing to values contained in the registers of the line pattern
generator. The line pattern generator includes a mechanism
for pattern magnification. The registers of the line pattern
generator (Figure 11) are defined as follows:

LPAT  16-bit Pattern Register

LPATC 16-bit Pattern Control Register, contains three
fields:

LEN Pattern Length (4 bits)
MAG Pattern Magnification (6 bits)
CTR Pattern Counter (6 bits)

During pointwise drawing operations, the RGP examines the
least significant bit of the LPAT register to determine wheth-
er or not to produce a memory cycle to draw the current
point. A one in this position will enable drawing; a zero will
inhibit drawing. At this point the memory cycle associated
with drawing the current point will be executed if appropri-
ate.

The least significant bit of LPAT remains in place for the
number of points specified in the MAG field of LPATC; then
a circular right shift is performed on the n least significant
bits of LPAT, where n is the value specified by the LEN field
of LPATC. The CTR field of LPATC serves as a counter
used by the RGP to implement magnification. See the PRM
for more information.

Since the length of the LPAT register is 16 bits, the maxi-
mum pattern length (assuming a magnification of one, i.e.,
no magnification) is 16 bits. However, shorter patterns can
be implemented by setting the LEN field to an appropriate
value. The length of the pattern is the number of least signif-
icant bits of LPAT that participate in the circular shift. LEN,
MAG and CTR all have biases of +1. That is, values of 0 in
these fields will program the line pattern generator for a
pattern of length 1 and a magpnification of 1.

The registers LPAT and LPATC are never reinitialized im-
plicitly by RGP instructions. Once set, a pattern persists
through all subsequent points, lines or polylines drawn.

Video Refresh Registers

The video refresh registers (Figures 12 and 13) contain the
parameters for the programmable video refresh machine.
They are of two types, distinguished by the mode of access-
ing them.

The first type is composed of eight registers that share a
common register address (VIDEO); these can be accessed
serially by successive MOV instructions. A 3-bit circular
pointer (the VRX field of the VCR register) advances after
each MOV and can be set to point to any of the eight regis-
ters.

The second type consists of 3 registers with separate ad-
dresses. The video refresh registers and their interpreta-
tions are detailed below. The eight serially addressable reg-
isters are shown first, in order. HSLT corresponds to a VRX
value of 0, VBS to a value of 7.

HSLT Horizontal Scan Line Time (12 bits)

HSE  Horizontal Sync End (12 bits)

HBE  Horizontal Blanking End (12 bits)

HBS  Horizontal Blanking Start (12 bits)

VFT Vertical Frame Time (12 bits)

VSE Vertical Sync End (12 bits)

VBE  Vertical Blanking End (12 bits)

VBS  Vertical Blanking Start (12 bits)

«~ 12 —
HSLT HORIZONTAL SCAN LINE TIME
HSYNCE HORIZONTAL SYNC END

HBE HORIZONTAL BLANK END

HBS HORIZONTAL BLANK START

VFT VERTICAL FRAME TIME
VSYNCE VERTICAL SYNC END

VBE VERTICAL BLANK END

VBS VERTICAL BLANK START

FIGURE 12. Video Refresh Parameter Block

15 14 1312 11-10 98 7 6 5 4 3 2-0
[ooo[vaL] meva | ma | mM [sc|si[sm[sefrsa] wvax |

FIGURE 13. Video Control Register
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Architectural Description (continued)

VCR Video Control Register (16 bits), composed of
the following fields:

VRX Video Register Index (3 bits)
SE Scan Enable (1 bit)
SM Master Sync (1 bit)
Sl Interlaced Mode (1 bit)
SC Composite Sync Mode (1 bit)
RM Video Refresh Mode (2 bits)
RAI Video Refresh Address Increment
(2 bits)
VBL The Vertical Blanking Flag
ODD  The Odd Video Field Flag
DBB Display Buffer Starting Address (24 bits)
DBWRP Display Buffer Warp (16 bits)

THE GRAPHICS ENVIRONMENT

This section discusses the conventions adopted by the RGP
and the resultant environment within which all graphics op-
erations take place.

Memory Addressing

For operations, such as instruction and operand fetching,
stack operations and interrupt service, the RGP accesses
memory as a uniform space of 224 16-bit words, starting at
address 0 and extending to address FFFFFF hex. Bytes are
not directly addressable by the RGP.

During drawing operations, the RGP can access individual
bits in memory by means of a 28-bit quantity called a bit
address. The correspondence between a bit address and
the physical bit in memory is as follows: the 24 most signifi-
cant bits of the bit address provide the address of the word
in memory containing the addressed bit, while the four least-
significant bits of the bit address select a bit within that
word. If the four LSBs are zero, bit zero (i.e., the memory bit
corresponding to the ADO pin of the RGP) is addressed.
Thus, the bit-addressed memory starts at Bit 0 of Word 0
and extends linearly to Bit 15 of Word 224 — 1.

In practice, the RGP does not read and write individual
memory bits directly. When it generates a 28-bit bit address,
the most-significant 24 bits are used to access a 16-bit word
in the linear address space, while the 4 least significant bits
go to the BPU as B0-3. The BPU contains hardware to read

‘org’ + 1
f

BIT ADDRESS  ©'9

v

0,

‘org’ # 2

and write exactly one bit in the current word. In color sys-
tems with one BPU per plane, all BPUs operate in parallel,
reading and/or writing the corresponding bit in each plane
(that is, all the bits of a pixel). As a result, the 28-bit quantity
can be viewed as a pixel address as well as a bit address,
though this interpretation is system hardware dependent
and may in fact be operation-dependent. This is discussed
more fully in the Multiple-Bit Pixels Section.

Cartesian Drawing Space

Drawing operations performed by the RGP execute in a logi-
cal drawing space which is Cartesian. This x-y space is de-
fined as having the origin in the upper left. Movement to the
right increases the x-coordinate; movement downward in-
creases the y-coordinate. Each axis may be a maximum of
216 bits in length. Therefore, each coordinate may take on
any integer value in the range of 0 to 216 — 1. Note that
while the coordinate space can range from 0 to 216 — 1,
vector drawing instructions (such as DRLN and DRPLN)
have the requirement that a vector length not exceed 214 —
1 pixels.

A flexible mechanism controls the correspondence between
the logical (x-y) location and the physical (bit) address in
memory. Once the correspondence has been initialized by
the user, the RGP maintains it throughout all drawing opera-
tions. The correspondence can be changed explicitly at any
time.

The correspondence is shown in Figure 14. The Cartesian
origin (x=y=0) corresponds to the hypothetical bit address
org. Incrementing the logical x-coordinate increments the
bit address. Incrementing the y-coordinate adds the con-
tents of the DSWRP register (the warp of the drawing
space) to the bit address. The current bit address is main-
tained in the DSAD register. Thus,

DASD = org + DSY X DSWRP + DSX

The correspondence between Cartesian coordinates and bit
addresses is established by explicitly loading the registers
DSX, DSY and DSAD. This correspondence is maintained
by the RGP during the execution of all instructions if
DSWRP contains a value appropriate for the current draw-
ing space. Note that the drawing space can coincide with or
overlap the display buffer or can be entirely distinct from it,
and the two spaces can have separate warps.

+
V¥

+— 'org’ + DSWRP

I

4
+Y

h<—— ‘org’ # * DSWRP

°(xi, Yj)

‘org’ + Y* DSWRP# Xi

Note: ‘org’ is the hypothetical bit address
corresponding to the Cartesian origin.

TL/F/9427-15

FIGURE 14. Logical and Physical Addresses
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Architectural Description (continued)

Dot/Line/Polyline/Polygon Drawing
Operations

During the execution of the RGP’s drawing instructions, the
flow of data is between the memory and its associated BPU.
The RGP’s drawing operations can be divided into two
classes, based upon the operating mode of the BPU:
BITBLT or LINE, according to the state of the L/B line of the
RGP and BPU(s). LINE mode is used for all pointwise draw-
ing operations; BITBLT mode is used for all wordwise draw-
ing operations.

Pointwise drawing operations include reading and writing in-
dividual bits (RDPT, DRPT), drawing lines (DRLN), drawing
polylines (DRPLN) and drawing polygons (DRPGN). During
all pointwise operations, the line pattern generator is active.
The clipper (if enabled), is also active.

The clipper performs its function by suppressing the memo-
ry cycle associated with drawing the current point if that
point is outside the clipper.

The line pattern generator operates in a continuous fashion
within and between these instructions; it is not forced to a
given state at the beginning of a pointwise drawing instruc-
tion. Therefore, a line pattern will continue around the verti-
ces of a polyline. Also, a curve drawn with a series of DRPT
instructions will be subject to the line pattern generator.
Since the line pattern generator cannot be disabled, it must
be loaded with a solid (all ones) pattern if a solid line (no
pattern) is desired. Similarly, a pattern of all zeros will sup-
press all pointwise drawing.

The RDPT instruction is not affected by the clipper or line
pattern generator, nor does it affect them.

BSWRP

BWD

BSAD =
>

BHT

Source

Source Bitmap
TL/F/9427-16

BSAD — 28 bits, bit address
— BITBLT Source Address

BSWRP — 24 bits, word count
— BITBLT Source Warp

DSAD — 28 bits, bit address
— Drawing Space Address

DSWRP— 24 bits, word count
— Drawing Space Warp

BWD —16 bits, bit count

BITBLT Operations

Bit Boundary Block Transfer (BITBLT) operations are car-
ried out by the RGP with the BPU(s) in BITBLT mode.
BITBLT is the performance of sixteen specific bitwise logical
operations between two rectangular arrays of bits, each
having the same height and width and an arbitrary bit align-
ment (see Figure 15). In RGP-based color graphics sys-
tems, each DP8511 BPU participating in the BITBLT opera-
tion can be programmed to perform its logical operation in-
dependently of the others. This permits such effects as
transparency and foreground-background color rendering.

During BITBLT, the RGP produces all memory (word) ad-
dresses and the set of BPU control signals necessary to
control the FIFO and masking functions. The BPU is respon-
sible for assembling and shifting source words, storing them
in the FIFO, receiving destination words, logically combining
them with the corresponding shifted source words, (masking
any destination bits necessary) and returning the result to
the destination.

As during pointwise operations, the clipper is active and
clips the destination to pixel resolution. In the process, the
BITBLT left and right masks may change from those pre-
dicted by the destination alignment alone. Thus, the mini-
mum number of memory cycles required, considering the
clipper, is always performed.

The two directions of execution of BITBLTs can be specified
independently: right to left (versus left to right) and bottom
to top (versus top to bottom).

DSWRP

BWD

DSAD—p

BHT

Destination Bitmap
TL/F/9427-48
BWD(source) = BWD(dest)

— BITBLT Width BHT(source) = BHt(dest)

BHT  — 16 bits, line count

— BITBLT Height

FIGURE 15. BITBLT Parameter Definitions
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The reading of the source rectangle and the reading of the
destination rectangle can be suppressed by the user inde-
pendently of one another. This should be done after taking
into account the requirements of the complete set of logic
operations being performed by the BPUs in the system. For
example, if no function other than Function 0 (fill with zeros)
or Function 15 (fill with ones) is being performed, both
source and destination reads may be suppressed. If a two-
operand function, such as XOR, is being performed by any
of the BPUs, both the source and destination must be read.
Various intermediate cases may arise. the leftmost and
rightmost words of the destination are always read, since
this is necessary in order to use the BITBLT left/right
masks.

Each BITBLT rectangle (source and destination) has a start-
ing address (BSAD and DSAB) and a warp (BSWRP and
DSWRP); they have a common width and height (BWD and
BHT). These must be initialized prior to executing the
BITBLT instructions. Additionally, DSX and DSY must be in
correspondence with DSAD. The use of independent warps
in the source and destination spaces permits packing and
unpacking of bitmaps (e.g., for fonts), providing a better en-
vironment for memory pool management and generally
leading to more efficient use of memory.

Polygon-Fill Operations

The RGP supports the drawing of pattern-filled vertically-
convex polygons via the FILLA and FILLT instructions. (See
the PRM for more information.) The argument of the FILLA
instruction is a list of vertices in counter-clockwise drawing
order. The first (and last) vertex of the polygon is the current
point, DSX, DSY, which must be an uppermost vertex of the
polyon. The RGP’s filling algorithm traverses the data struc-
ture, determining the polygon’s intercept points with each

TATB register

‘char' _;@__l

horizontal line in the vertical extent of the polygon. Each line
is filled, using a pattern contained in the BPU’s FIFO.

The FILLT instruction provides a similar mechanism for fill-
ing trapezoids with horizontal top and bottom edges. The
key feature of this instruction is that the lines that form the
right and left edges of the trapezoid need not start and end
at the intersections with the top and bottom edges of the
trapezoid.

Each horizontal line used in filling a polygon is treated as a
BITBLT of one-bit height. The first horizontal line is filled by
logically combining the first word from the BPU’s FIFO with
the successive words of the horizontal line. the second line
is filled, in the same manner, utilizing the next word from the
BPU’s FIFO, etc. The FIFO read is non-destructive; as a
result, the pattern repeats vertically every 16 words. Since
the FIFO is 16 bits wide, the pattern is 16 by 16 bits.

Text Operations

Text primitives are handled by the RGP within an environ-
ment designed to support flexibly and efficiently such fea-
tures as multiple fonts, multiple type sizes and styles, sub-
and superscripts and proportional spacing. This environ-
ment maps cleanly into the logical x-y drawing space and
does not require dedicated text planes.

Text is rendered from monochrome or full color storage into
the drawing space by BITBLT. Therefore, a bitwise logical
operation takes place between the text and the current in-
formation in the drawing space. The text instructions deter-
mine from the current state of the text environment (a set of
pointers and data structures) the necessary BITBLT param-
eters, perform the BITBLT (subject to bitwise clipping, if the
clipper is enabled) and update the state of the text environ-
ment in preparation for the next text instruction.

Text Attribute Table:

TFAD register De
—P( )~

font bitmap:

s o'.’l
OR
e

o%e*e%T.

BERRRRO0
OO0
BOOS

char 0
1
char 1
|
'
pointer_low char n (letter "Y")
cmd] pointer_hi
bmw bmh
x08 yos
|
last_char
|

TL/F/9427-17

FIGURE 16. Text Address Calculations
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The text environment is maintained in the AP as follows:

TFAD . Text Font Base Address (A11)

TNXC . Next Text Character (A3)

TCDB Text Character Descriptor Table Base (A10)
The major data structure used in support of text is the Text
Character Descriptor Table (Figure 16). This table contains
a four-word entry for each character in the current font.
Character codes are interpreted by the text instructions as
offsets into the table. This gives the RGP access to the
source bitmap of the character and additional information
used in rendering the character and updating the text envi-
ronment.

The entry consists of:

POINTER A relative pointer (28 bits) to the source bitmap
key A field specifying the interpretation of the table
entry:
—Render as portrait mode
—Render as landscape mode
—Trap through INTB + 8
WD Source bitmap width (8 bits)
HT Source bitmap height (8 bits)
DX X-offset (signed, 8 bits) '
DY Y-offset (signed, 8 bits).

If the character is to be rendered, the source bitmap is tak-
en from TFAD + POINTER, the logical destination is (DSX
+ DX, DSY + DY), and the BITBLT height and width are
HT and WD.
The environment will be updated as follows in the portrait
mode:

DSX = DSX + DX + WD

DSY = DSY

DSAD = DSAD + DX + WD
The environment will be updated as follows in the land-
scape mode:

DSX = DSX

DSY = DSY + HT + DY

DSAD = DSAD + (HT + DY) * DSWRP
The subroutine call (trap) option is a general-purpose es-
cape mechanism for handling EOT characters, line feeds,
characters larger than 256 by 256 pixels, etc. When the key
field indicates trap, the RGP does not interpret the other
fields of the entry, leaving them free for other purposes.
Characters can have eight-bit codes or sixteen-bit codes.
Eight-bit characters can be packed into sixteen-bit words
and unpacked by means of the DCL or DCH instruction.
See the PRM for more information.

Multiple-Bit Pixels

The RGP hardware supports high-speed rendering of graph-
ics primitives into a drawing space. In the process, it main-
tains the correspondence between logical and physical
memory. This correspondence is independent of pixel size
(depth, number of bits per pixel). In fact, the RGP architec-
ture has no parameters for pixel size. This system-level pa-
rameter is effectively a hardware/software layer applied
above the RGP architecture. This allows designers of
AGCS-based systems some flexibility in trading off cost and
performance.

The lowest cost approach is to use a single BPU per sys-
tem, time-multiplexing it across the bit planes. Each graph-
ics primitive must be rendered once in each bit plane. This
can be done by assigning a block of memory addresses to
each bit plane, and considering each bit plane as an inde-
pendent drawing space. By changing the physical address
corresponding to the drawing origin (modifying DSAD, typi-
cally by means of the SETPT instruction) the same display
list can be executed in each plane.

The highest performance solution is obtained by using one
BPU for each plane. The display list is executed once, with
all planes being updated simultaneously. One way to imple-
ment this is for each plane to have a unique block of ad-
dresses where the corresponding words in each plane have
addresses whose m least-signficant bits match, where 2m is
greater than or equal to the size of the plane. Then the
higher-order address bits (above m — 1) can be decoded to
select the plane, and external logic can address the planes
individually or in parallel (selecting some or all of the planes
simultaneously). This requires a mechanism to isolate or
connect, as required, the local data buses of the individual
planes, typically a TRI-STATE® buffer per plane, plus the
logic to control the buffers and to distribute memory control
signals, typically RAS, among the planes. This logic is re-
ferred to as the video plane control logic.

An intermediate solution might use a BPU for every other
plane, multiplexing each BPU two ways. In this case, the
display list would be executed twice. Other intermediate so-
lutions are possible as well.

VIDEO REFRESH

The RGP’s video refresh logic is designed to support a vari-
ety of raster graphics applications, including non-video ap-
plications such as laser printers. This is accomplished by
means of flexible programming of the video parameters and
through a section of video refresh modes.

The user must determine the appropriate video parameters
for the chosen display device, additionally taking into ac-
count the chosen values for PCLK and LCLK (the pixel
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and load clocks, respectively). These values are then writ-
ten to the video parameter block.

Additional parameters associated with the video refresh log-
ic are contained in the RGP'’s Video Control Register (VCR).

Signal Definitions

The RGP’s video refresh logic is driven by a single signal,
LCLK. From this clock, according to its operating modes,
the RGP generates the signals required to directly control a
video monitor: Horizontal Sync, Vertical Sync and compos-
ite Blanking. Bus cycles required for video refresh purposes
are also initiated by this logic.

Horizontal Sync causes the monitor to initiate the horizontal
retrace period. Vertical Sync causes the monitor to initiate
the vertical retrace period. Blanking causes the monitor to
shut off the video output, in order to prevent writing to the
screen during retrace periods. This prevents spurious re-
trace lines from appearing in the display.

Video Parameter Definitions

The correspondence between the register-resident parame-
ters and the video waveforms is depicted in Figure 17. Hori-
zontal parameters are expressed in units of LCLKSs; vertical
parameters are expressed in units of scan lines.

The video refresh logic is a pair of counter-driven machines.
The first, responsible for horizontal sync and blanking, incre-
ments on each LCLK. Its counting sequence is 0,1, ...
HSLT,0,1 ... . As a result, a scan line (including sync) is
HSLT + 1 LCLKs in duration.

The second counter-driven machine is responsible for gen-
eration of the vertical sync and blanking. It increments once
per scan line, on the LCLK during which the horizontal coun-
ter is cleared. Its counting sequence is 0,1, ... VFT — 1,0,1
....As aresult, a frame (including sync) is VFT scan lines in
length.

Refer to the PRM for more information.

Interlaced Refresh

The video refresh logic may be set up for interlaced scan
mode by setting the Si-bit of the Video Control Register
(VCR). In this mode, the screen is refreshed in two fields,
the even and odd fields.

The even field consists of all even-numbered lines; the odd
field consists of all odd-numbered lines.

Interlaced sync is generated by a slight modification to the
vertical sync as shown in Figure 18.

0058da
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FIGURE 17. Video Parameter Definitions
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FIGURE 19. External Synchronization (Genlock)

Video Refresh Modes

The RGP provides four operating modes for the video re-
fresh logic. The fundamental difference among the various
modes is the way in which they allocate the available mem-
ory bandwidth between update (drawing) operations and
video refresh operations. In this context, “drawing opera-
tions” refers to ALL operations other than video refresh.
The mode is selected by means of the RM field of the Video
Control Register (VCR).

Mode 0 No memory cycles are generated for refresh pur-
poses. All memory bandwidth is available for
drawing.

During active (non-blanked) video time, each
LCLK causes the RGP to request one bus cycle
for refresh purposes. The request is indicated by
the RGP’s assertion of DRREQ (Display Refresh
Request) output. Drawing operations may take
place at all other times.

During active video time a bus cycle is requested
on each LCLK, alternating between video refresh
cycles and drawing cycles. During blankmg, only
drawing cycles are generated.

A refresh cycle is requested by the RGP at the
beginning of horizontal sync, in preparation for
the next scan line. A refresh cycle will also be
requested when the refresh address falls on a
256 word boundary. Drawing cycles can be gen-
erated at all other times. This mode is intended to
support Video DRAMs.

External Sync Sources

The video refresh can be programmed for synchronization
to an external source via the SM-bit of the Video Control
Register (VCR). When in the Master Sync mode, the RGP
generates all syncs and blanking signals with no external
reference (except LCLK).

When in Slave Sync mode (see Figure 19), the RGP’s Verti-
cal Sync line becomes an input and is driven by the vertical

Mode 1

Mode 2

Mode 3

TL/F/9427-20

sync from an external source. The negative transition of this
input will clear the vertical counter in the RGP’s video re-
fresh logic. Thus, the RGP is forced into vertical sync with
the outside source.

A phase-locked loop in the VCG forces the RGP’s Horizon-
tal Sync output into synchronization with the externally-sup-
plied horizontal sync by adjusting the frequency of LCLK
(indirectly; the RGP’s processor clock is actually adjusted
directly. LCLK is divided down from the processor clock).

INSTRUCTION SET

Addressing Modes

The Address and Data processors of the RGP are register-
to-register machines. MOV instructions are included in the
instruction set to provide a mechanism for transfers be-
tween registers and memory. MOV instructions can use the
following addressing modes, which are also supported, to
varying degrees, by the remainder of the instruction set:
Immediate The operand is contained in the word(s) of
memory immediately following the instruc-
tion.

The operand is contained in the memory lo-
cation(s) pointed to by the 24-bit address
quantity contained in the two memory words
immediately following the current instruction.
The least significant word of the address is
stored at the lowest address.

The operand is contained in the memory lo-
cation(s) pointed to by the sum of the con-
tents of the indicated AP register and the
twos complement displacement quantity
contained in the word immediately following
the current instruction.

The operand is contained at the memory lo-
cation(s) pointed to by the contents of the
indicated AP register, subject to the following
convention: The AP register is incremented,
by the number of words in the operand, after
performing the operation.

Direct

Register
Relative

Register
Indirect with
Post-
Increment
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Register The operand is contained at the memory

Indirect with location(s) pointed to by the contents of

Pre-Decrement the indicated AP register subject to the
following convention: The AP register is
decremented, by the number of words in
the operand, prior to performing the oper-
ation.

Instruction Set Summary

The instruction set of the RGP can be divided into the fol-
lowing categories:

Load and Instructions that provide transfers between
Store registers and memory.

Instructions

General Register-to-register operations that take
Processing  place in either the AP or DP.

Instructions

Program Instructions that control the flow of programs
Control and the general software environment.
Instructions

Graphics Instructions that draw or that control drawing
Instructions  parameters only.

Load and Store Instructions

MOV Load register from memory or store from register-
into memory.

General Processing Instructions

The General Processing instructions are those that execute
within either the AP or the DP, or from DP to the U Bank or
vice versa. They utilize register-to-register addressing only.
All of these instructions will execute in the DP; some will
execute in the AP as well. Both operands must belong to
the same processor, except for those that act on registers
from the DP and U Bank.

ADD Add (AP or DP)
ADDC  Add with carry

AND Bitwise And

CMP Compare

DEC Decrement (AP or DP)
INC Increment (AP or DP)
MOV Move within DP

Move within AP
Move between DP and U Bank

EX Exchange registers within AP
Exchange registers within DP
Exchange registers between DP and U-bank

EXLN Exchange six registers used in line drawing with
alternate register block

MULS  Multiply signed

MULU  Multiply unsigned

NOT Bitwise Complement

OR Bitwise Or

ROLC  Rotate Left with Carry

RORC  Rotate Right with Carry

SHL Shift Left

SHRA Shift Right, Arithmetic

SHRL  Shift Right, Logical (AP or DP)

SuB Subtract (AP or DP)

SUBC  Subtract with Carry

TEST Test with Mask

XOR Bitwise Exclusive-Or

Program Control Instructions

The Program Control instructions affect the program flow by
causing non-sequential instruction execution or by suspend-
ing processing. A number of these instructions execute con-
ditionally; these are indicated by the ec field in their mne-
monics, which is understood to mean one of the following
interpretations of the condition code bits of the PSR:

Z Zero NZ Not__Zero (DP)
C Cary NC No__Carry (DP)
VvV oVerflow NV No__oVerflow (DP)
H  Higher NH Not__Higher (DP)
N Negative NN Not__Negative (DP)
GT Greater Than| LE Less or Equal (DP)
LT LessThan GE Greater or Equal  (DP)
AZ ApZero NAZ  Not_ApZero (AP)
AC  ApCarry NAC  No__ApCarry (AP)
W Within NW  NotWithin (Clipper)
K* NK

*(K = 1 implies “character available in TNXC'’)

F(NK=1 implies “NOT" character available in TNXC)
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ACKVI  Acknowledge VIDEO Interrupt (clear VIP)
BRKn  Break (trap) n
Bee Branch conditionally

BR Branch unconditionally

CALLcc Call subroutine conditionally

CALL  Call subroutine unconditionally

HALT  Halt instruction execution

INITB Initalize BPU(s), i.e., force RSTO low for two clock
periods

NOP No operation

RET Return from subroutine unconditionally

RETcc Return from subroutine conditionally

RETI Return from interrupt

Graphics Instructions

The Graphics instructions include two classes: those that
actually draw, that is, those by means of which the RGP
modifies memory in the drawing space by means of the
BPU(s), and those that do setup in preparation for drawing.
The setup instructions are considered first in the following
listing.

The RGP maintains the concept of current point, analogous
to the current location of the pen on a conventional plotter.
Certain graphics instructions can be performed in one of
two modes: relative to the current point (relative) and rela-
tive to the origin (absolute). Instructions that can be per-
formed in either mode are shown below in both mnemonic
forms. The A suffix indicates absolute mode.

SETPT Set drawing point, given DSAD,

SETPTA DSWRP, x and y

SETPTS Set source point, given BSAD, BSWRP,
x and y

SETLN Calculate and retain parameters for

SETLNA Bresenham line-drawing algorithm, but
do not draw line

BT uisd Perform BITBLT of size BWD and BHT,

u = {UD} from source at BSAD with warp

/= {LR} BSWRP, to destination at DSAD with

s = {MB} warp DSWRP. v and / control BITBLT

d= {CW} direction. s and d control reading
source and destination.

DRPT Draw point at DSAD

RDPT Read Point

DRLN Draw line

DRLNA

DRLNS Draw line using previously-calculated
parameters (see SETLN/SETLNA)

DRPLN Draw polyline

DRPLNA

DRPGN Draw polygon

DRPGNA

FILLAd Fill polygon. d controls reading the des-
tination during the fill.

FILLTd " Fill trapezoid, using previously estab-
lished register values. d controls read-
ing the destination during the fill.

DCHu/d Draw character high. v, / and d control
BITBLT direction and reading the desti-
nation

DCLuld Draw character low. v, / and d control
BITBLT direction and reading the desti-
nation

DCNu/d Draw character, next. u, / and d control
BITBLT direction and reading the desti-
nation

DCWuid [An+ +] Draw character, word. v, / and d control
BITBLT direction and reading the desti-
nation

INITIAL OPERATION

When the RGP is placed into the reset state (see RSTI),
several registers revert to known states, and instruction ex-
ecution begins. The following registers are initialized:

PC Points to location 0
PSR Bits VIE, EIE, PTE and CLE are zero
VCR Fields VRX, SE, SM, S|, SC, RM and RAI are zero

Since interrupts cannot be processed properly before cer-
tain initialization has been performed, all interrupts are dis-
abled when the RGP is placed into the reset state. Maska-
ble interrupts must be enabled explicitly, while the non-
maskable interrupt becomes enabled as soon as a new val-
ue is stored into PSR.

The RGP begins execution by alternately fetching and exe-
cuting instructions starting at address 0. Typically, this initial
code is responsible for establishing base pointers for data
and stack areas and generally establishing the software en-
vironment, as with any microprocessor. Next, necessary
data structures and pointers are initialized to support the
graphics environment. Any peripherals that reside in the
RGP’s memory space can be initialized at this point. Finally,
the internal video refresh controller is programmed in a
manner consistent with the CRT monitor being used (if any)
and is enabled.
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Operation beyond this point is highly implementation-depen-
dent. In a workstation application, the RGP might execute a
communications protocol with another processor upstream
in the graphics pipeline, awaiting the arrival of a display list
to be executed. Upon receipt, the RGP would directly exe-
cute or interpret the display list, rasterizing graphics primi-
tives into the display buffer. Upon executing the final dispiay
list instruction, the RGP would typically signal completion,
thus completing the protocol with the upstream processor
and allowing the process to continue.

Alternatively, in a standalone application like a graphics ter-
minal, the RGP might enter a control program, servicing pe-
ripherals and executing a command interpreter. Here, the
RGP would be responsible for keyboard, mouse and UART
service; at the same time, the RGP might execute a graph-
ics language interpreter, responding to remote host com-
mands by maintaining a graphics environment and drawing
into the display buffer.

SYSTEM-LEVEL IMPLEMENTATION OF THE DP8500
FROM A HARDWARE PERSPECTIVE

In order to maintain high efficiency in drawing operations,
memory access overhead must be minimized. One of the
most efficient and economical techniques for reducing
memory access overhead is through use of the pagemode
memory access principle. Here, a memory page physically
maps to a selected DRAM row, or page. Design of the RGP
was made with the pagemode principle in mind. All BITBLT
operations take place in a burst format which directly sup-
ports pagemode. This process is realized by a sixteen word
deep FIFO located in the core of the BPU. During the
BITBLT process, the FIFO serves as a temporary storage
buffer for storing one operand of the BITBLT. As drawing
operations take place, the RGP asserts a pagebreak detect
mechanism which serves as a system end of page detector.
It is through system use of this system-level indicator that
efficient transitions from memory page to page come about.

In addition to the various access techniques for retrieving
memory data during drawing operations, a BITBLT opera-
tion must deal with the task of calculating relative bit offsets
between the source and destination word locations. In situa-
tions where the relative bit offset between the source and
destination is zero, the number of source reads will always
match the number of destination writes. BITBLT operations
of this nature are known as ‘linear.” However, ‘non-linear’
situations do exist such as the generation of an extra source
read to one destination write. The converse of this is also
true: where one source read is accompanied by two destina-
tion writes. A set of rules describes the RGP principle of
BITBLT:

1. Only the minimum required number of destination writes,
or destination read-modify-writes will be generated in or-
der to perform a given BITBLT.

2. Read-modify-write operations will always be generated
on the left and right BITBLT edge boundaries.

3. The appropriate masking function(s) are always applied
on BITBLT edge boundaries.

4. In situations where the width of the BITBLT is 16 bits or
less, a read-modify-write occurs, and both the Left and
Right Masks will be applied.

A number of parameters exist in the BITBLT (BT) and FILL

instructions. These parameters instruct the RGP on which

bus cycles to produce. In addition they determine the gener-
ation of the FIFO Read and Write strobes. In BITBLT opera-
tions which require BITBLT operand source read(s), the
RGP enters the BITBLT drawing “source” mode. Here,
source data is fetched from memory in a *‘burst” fashion,
shifted (if necessary), and stacked in the FIFO as the FWR
input is strobed. Stacking continues until either the FIFO
fills, or the width of the BITBLT is reached. At such time, the
RGP then enters the drawing “destination” mode. For the
majority of bus operations, the RGP remains in the *‘destina-
tion” mode, only entering the “source” mode when source
drawing is specified as part of the BITBLT instruction.

The DP8511 BPU is designed to operate on the source,
destination or combinations of both BITBLT operands as
specified in the RGP generated bus cycles, and the function
code placed in the FSE register. A typical example of an
one-operand BITBLT is a direct drawing write-only opera-
tion. Here, the operand is sourced from the destination loca-
tion, passed through the BPU and written back to the same
location.

Two-operand BITBLTs involve reading the destination
source operand into the BPU during the read portion of the
RMW cycle. When the “modify” portion is reached, the
FIFO output produces the second operand. Both operands
are then logically combined in the BPU’s Logic Unit as dic-
tated by the function code in the FSE register. The opera-
tion is made complete by the write back to memory. In short,
it is the value placed in FSE and the type of bus cycle gen-
erated which determine the number of operands used in a
BITBLT. It should be understood that the purpose of a FRD
strobe is to produce a fresh second source operand. If FRD
is not strobed, the FIFO output will reflect the last FRD
strobed output. The methodology for producing FRD is de-
scribed as follows.

In many situations where a polygon fill is taking place, the

FIFO output contents are only updated after the width of the

BITBLT is reached. This results in a replicating pattern

which matches the contents of the 16 x 16 FIFO.

Because the FIFO read and write (FRD and FWR) strobes

play such a vital role in storing and retrieving BITBLT oper-

ands, generation of FRD and FWR are based on the foliow-
ing rules:

1. FWR is always generated whenever a BITBLT source
read cycle is generated,

2. If a BITBLT source read occurred, then FRD will automat-
ically be generated for either a destination read-modify-
write or direct memory write only operations,

3. If the BITBLT source read cycle is suppressed, no FRDs
will be generated for the destination portion of the
BITBLT cycle.

4. The FIFO output will always reflect the current value of
the FRD pointer.

See the Programmers Reference Manual for details.

BUS OPERATION

This section describes the various bus cycles generated by
the RGP. For clarity in documentation, Bus Status refers to
the RGP generated Bus Status lines (BS1-0). Read and
Write refer to the RGP generated Read (RD) and Write
(WR). It is to be understood that RD and WR serve as staius
only.
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Architectural Description (continued)

SYSTEM CONTROL MECHANISM

The key elements in designing with the AGCS are the RGP,
BPU and Bus State Machine (BSM). As each element per-
forms a specific task, the net result is a tightly coupled func-
tional hardware array. The primary function of the RGP is to
serve as an efficient rendering engine: generating a global
address and system status. The task of the BPU is to serve
as a data path channel.

With current technology, the system designer has a wide
variety of system memory access techniques to chose from.
Optimazation comes about only if the system designer fol-
lows all the special rules which govern each memory access
requirement. As technology improves, the rules change.
The majority of microprocessor products on the mark today
contain an embedded memory access protocol. Although
the initial system hardware implementation may be some-
what more straight forward, the result often ends in a prod-
uct with restricted, or inefficient access protocols. Fortu-
nately, the underlying philosophy of the RGP is to allow the
system designer the freedom to optimize specific memory
access protocols for the application at hand.

In order to ensure the most efficient access protocol, opti-
mazation must be carried out by the system itself. By using
the RGP as a system status generator, status information is
conveyed to an external Bus State Machine (BSM) which
carries out the timing and system control for a given bus
status. In effect, as status is generated, the BSM becomes a
hardware shell, which gives the RGP a unique system per-
sonality.

As each system is developed, a unique personality emerges
which best suits the system from the standpoint of improve-
ments in technology, and access efficiency.

The purpose of this section is to render a process whereby
a system designer can understand the underlying criteria for
designing the BSM. First and foremost in the design pro-
cess, the designer must understand the functional role of
the BSM in a system. Only when the demands of a particu-
lar system design are clearly understood is it possible to
tailor the BSM to optimize memory access efficiently. It
should be understood that different system designs will
have different criteria. This section will cover all of the basic
elements for a BSM design.

BSM DESIGN METHODOLOGY

In designing the BSM, the first stage the system designer
must go through is to gain a thorough understanding of the
various relationships, or roles the BSM must play in order to
function with various members of the system. This proce-
dure is best understood by concentrating on the following
core issues:

1. The role of the BSM to the RPG, and visa-versa.

2. The role of the BSM to the HOST.

3. The role of the BSM to a memory refresh request.

4. The role of the BSM to the BPU.

5. And finally, the role of the BSM to the system memory.

On system reset, the BSM is expected to enter an initializa-
tion loop. The purpose of this loop is to allow the BSM to
enter a known state, and to synchronize itself to the system.
Once synchronized, the BSM begins to sample the Bus
Status and ALE. From a system perspective, the purpose of
ALE is to demultiplex the address and data lines. From a
BSM perspective, ALE serves as an indication that a bus
cycle has just begun. In effect, the BSM uses ALE to syn-

chronize itself to the RGP. Because the BSM understands
the exact nature of the RGP and system bus latency associ-
ated with each bus cycle, it knows when to assert WAIT (if
necessary) and when to place data on the system global
data bus if the RGP is doing a Read or Write. The BSM must
generate feedback in the form of WAIT in order to ensure
that the RGP remains synchronized to the system.

Various systems also require that a HOST gain mastership
of the bus. Here, the same rules apply as stated above. A
bus cycle start is required (often this is generated by the
assertion of the bus acknowledge signal), and WAIT is ap-
plied until the data transfer is complete.

Accessing the system bus can take place in a variety of
forms. Often the HOST forces the RGP completely off the
bus via the HOLD/HOLDA mechanism, other times a cycle
stealing approach is taken. Cycle stealing allows the HOST
to temporarily gain access to the system bus via a direct
arbitration mechanism built into the BSM, in effect, directly
bypassing the RGP. If a cycle stealing approach is taken the
BSM must delay or WAIT any pending RGP requests during
the HOST transfer.

One of the main purposes of the BSM is to arbitrate for
various incoming processes at the system-level. Not only
must it arbitrate for mastership, but it may also need to arbi-
trate for memory refresh requests. Often, the RAS and CAS
functions are included as part of the BSM therefore, a proto- -
col must be established between the memory refresh pre-
empting device and the BSM. Upon assertion of a memory
refresh request, the BSM is required to arbitrate itself for the
refresh cycle, WAIT the Bus Master (should a bus cycle be
pending) and perform the necessary refresh.

During BPU setup and drawing, the BSM is required to apply
various strobes to the BPU. One of the main purposes of the
functional timing section is to illustrate when the system
strobes are asserted. For non-drawing operations, the BPU
Control Register Enable (CRE) and Function Select Enable
(ﬁ) strobes are asserted. For drawing operations, Data
Latch Enable (DLE), Pixel Data Latch Enable (PDLE), Data
Output Enable (DOE) and Pixel Data Output Enable (POE)
strobes are asserted.

From a system-level perspective, the BSM is required to

apply the following system strobes in order to execute the

various system functions:

Non-drawing functions (RGP and HOST);

1. Arbitrate and execute system control Video Refresh func-
tions,

2. arbitrate and produce system control Instruction, Oper-
and fetch and write access functions.

Drawing functions(RGP):

3. Arbitrate and execute system control drawing source
read, and destination write operations,

4. Arbitrate and execute system control drawing destination
read-modify-write operations.

Once the basic system arbitration tasks of the BSM are un-
derstood, the next step is to develop the overall structure in
such a way that the access priority mechanism of both the
BSM and RGP (see the section on RGP BUS PRIORITY
MECHANISM) correlate. Figure 20 illustrates the priority
mechanism of the BSM: with Display Refresh being the
highest priority and drawing being the lowest. This type of
BSM structure guarantees that the BSM will execute high
priority RGP Video Refresh requests in a timely fashion
without unexpected latency or hindrance from other devic-
es.
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Once an understanding of the role, and arbitration of the
BSM is worked out, a study begins on the various loop, or
branch requirements necessary for the BSM to execute a
given function. It is within each the loop that the various
memory access techniques are employed. The number of
states required in executing the loop itself is often reflected
in the latency associated with each type of memory access.

As the design progresses, the designer gains a deeper in-
sight as to how the various memory access begin to inter-
act, and the functional role of the RGP Page-Break mecha-
nism in memory burst operations. Interaction of access cy-
cles are best understood by understanding the sequence of
RGP drawing bus cycles produced, and the effects on the
system memory.

Figure 20 gives the system designer a conceptual feel for
both the structure and basic system functions required of
the BSM. Of special interest are the Display Refresh and
Drawing loops. In applications which require real-time dis-
play (or screen) refresh, data must be downloaded to the
video pipe in such a way as to provide a contiguous stream
of valid data to the image device to avoid image folding or
tearing.

The methodology of producing real-time display refresh is

“known as Mid-scan line load. Including Mid-scan line load

as part of the BSM requires a nested inner synchronization
loop as part of the main Display Refresh loop. Under control
of the RGP DRREQ and an external counter, the inner loop
of the BSM serves to synchronize the BSM to the data con-
tents of the active video pipe. After synchronization, down-
loading can take place at exactly the prescribed time. Detail
of this operation is covered in the application note, Mid-
Scan-Line-Load Techniques using the DP8500 Raster
Graphics Processor.

Recently, VRAM technology has introduced a new tech-
nique for loading the serial shift registers called Split Regis-
ter Load. For systems employing such devices, direct Data
Transfer operations can take place without the necessity for
BSM system synchronization.

In summary, the BSM understands the system. It is respon-
sible for receiving instruction from the bus master, and exe-
cuting the control commands from the system-level. As
technology changes, so to does the BSM. As a result the
RGP allows the system designer to employ any access
technique which best serves to optimize the design.

Included in the bus cycle section are a number of functional
timing diagrams. The role of the functional timing diagram is
to express, at the conceptual timing diagram level, the BSM
placement of system control strobes for the required bus
cycles.

OVERVIEW OF THE RGP BUS CYCLES

RGP Bus Operations are classified as either drawing or non-
drawing and are based on the RGP Read, Write and Bus
Status lines. Non-drawing bus cycles are composed of a
minimum of three clock cycles. These consist of operand
read and write operations which are wholly responsible for
fetching instructions, maintaining stacks, queues, perform-
ing screen refresh, plane control functions and loading BPU
Control and Function Select registers prior to BITBLT.

Drawing bus operations are composed of a minimum of two
clock cycles which are allocated into BITBLT and Line draw-
ing operations. Reserved for working in conjunction with the
BPU(s) and the frame buffer array, the RGP serves as a bus
status and address generator which is to source a variety of

drawing bus cycles such as BITBLT Source read, BITBLT
Destination write, BITBLT read-modify-write, and Line read-
modify-write operations.

Although the BSM is responsible for strobing the data and
pixel latches, the RGP is responsible for directly strobing
these particular BPU inputs:

1. BO/LME—Pixel Address Zero/Left Mask Enable,

2. B1/RME—Pixel Address One/Right Mask Enable,

3. B2/FWR—Pixel Address Two/FIFO Write,

4, B3/FRD—Pixel Address Three/FIFO Read,

5. L/B—Line/BITBLT mode,

6. BSE—BITBLT Source Enable.

These lines will be activated either before or interactively
during the BITBLT to ensure that the frame buffer data is
properly manipulated. The L/B input is somewhat static in
the sense that this input is changed a number of clock cy-
cles prior to actually implementing the drawing function.

NON-DRAWING BUS CYCLES
Non-drawing operation are outlined in detail as follows:
READ TRANSFER MECHANISM

Read bus cycles transfer data from memory or peripheral
devices to the RGP. A no-wait, or minimum Read bu cycle is
composed of three unique “T” state clock cycles of which:

1. state T1 produces ALE, address and Bus Status,

2. state T2 and T2 wait (T2(w)) maintains: upper 8-bit ad-
dress, bus status and samples WAIT,

3. state T3 maintains: upper 8-bit address, Bus Status and
samples data on AD15-0. .

During Read bus cycles, the RGP generates the following
bus status:

1. BS1 is a logic zero,
2. BSO is a logic one,
3.RD is a logic zero,
4. WRis a logic one.

If necessary, Read Bus cycles can be extended on an inte-
gral clock cycle basis by the assertion of WAIT (via the
RGP’s WAIT input). Bus cycle extension is based on the
premise that if WAIT is sampled low, (i.e., a logic zero at the
PHI 2 falling edge sample window) during the T2 state, the
RGP will produce a successive T2(w) state: an exact func-
tional replica of the T2 state. Thus, T2(w) cycles will contin-
uously be produced until WAIT is sampled high (i.e., a logic
one). State T3 follows as a natural progression after T2 or
T2(w). Valid data is sampled during the PHI 2 falling edge
sample window of T3.

Figure 21 illustrates a flowchart of the read transfer mecha-
nism while Figure 22 illustrates functional bus information.

WRITE TRANSFER MECHANISM

RGP Write bus cycles transfer data from RGP to memory or
a peripheral device. A no-wait, or minimum Write operation
is composed of three unique “T” state clock cycles of
which:

1. state T1 produces ALE, address and bus status,

2.state T2 and T2 wait (T2(w)), which maintains upper
8-bit address, bus status, asserts data and samples
WAIT,

3. state T3 which maintains the upper 8-bit address, bus
status and drives data valid onto AD15-0.
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FIGURE 21. Read Transfer Fiow Chart

Write bus cycles generate the following bus status: SCREEN REFRESH MECHANISM

1. BS1 is a logic zero, Video refresh operations transfer data from the frame buffer

2.BS0 is a logic one, to the video screen refresh logic. A no-wait, or minimum

3.AD is a logic one, Screen Refresh is composed of three unique “T” state

clock cycles of which:

4. WRis a logic zero. 1. state T1 produces ALE, address and bus status,

If necessary, Write bus cycles can be extended on an inte-

gral clock cycle basis by the assertion of WAIT. Bus cycle 2. state T2 and T2 wait (T2(w)) maintains: all addresses, bus
extension is based on the premise that if WAIT is sampled status and sam?les WAIT,

low, (i.e., a logic zero at the PHI 2 falling edge sample win- 3. state T3 maintains all addresses and bus status.

dow) during the T2 state, the RGP will produce a successive Video Refresh bus cycles generate the following status in-
T2(w) state which is an exact functional replica of the T2 formation:

state. T2(w) cycles will continuously be produced until WAIT 1. BS1 is a logic one,

is sampled high (i.e., a logic one). State T3 follows as a

natural progression with Address, Bus Status and Data re- 2.BS0is a logic one,

flecting the preceding T2, or T2(w) state. 3. @is a logic zero,
Figure 23 illustrates a flowchart of the Write transfer mecha- 4. WR is a logic one.
nism while Figure 24 illustrates functional bus information. Video Refresh bus cycles can be extended on an integral

clock cycle basis by the assertion of WAIT. Extension is
based on the premise that if WAIT is sampled low, (i.e., a
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logic zero at the PHI 2 falling edge sample window) during
the T2 state, the RGP will produce a successive T2(w)
state: an exact functional replica of the T2 state. Thus,
T2(w) cycles will continuously be produced until WAIT is
sampled high (i.e., a logic one). State T3 follows as a natural
progression, with Address, Bus Status reflecting a logical
equivalent of the preceding T2, or T2(w) state.

PREDICTING DISPLAY REFRESH

Prior to generating a Video Refresh cycle, the RGP will pro-
duce an output called Display Refresh Request (DRREQ).
This signal serves as a forerunner to the Video Refresh Cy-
cle, which could be used as a high priority, or preemption
mechanism at the time a HOST is granted the system bus.
Because of the deterministic nature of DRREQ, this signal
serves a vital role in execution of real-time screen refresh
operations known as Mid-scan Line Load. Predicting the ac-
tual start of the Display Refresh cycle is dependent on the
activity of the system at the time of DRREQ. Figure 26 illus-
trates a situation where a Display Refresh cycle is forced to
wait until the completion of a Read bus cycle. In any given
circumstance, the Read cycle could be any other type of
RGP generated cycle. Often, a HOST could possibly be

DP8500
'd ‘Address/Status Generation -\

1. Generate: Bus Status

2. Set: RD/WR Status to Read

3. Generate: 24 = bit Word Address on A23-0
4. Assert Address Strobe: ALE

.

bus master at the time of DRREQ. There are two key points
that one must keep in mind when the system requires Mid-
Scan line load:

1. The generation of DRREQ happens at constant intervals.
2. The start of a Display Refresh is undetermined.

3. The priority mechanism of the BSM is built such that a
Display Refresh cycle will take place immediately after
the current bus cycle, regardless of a pending memory
refresh.

4. Up to, and including the assertion and negation of the
memory Data Transfer line, valid data is in the serial data
pipe.

Under most circumstances, serial data is transferred out the

video shift registers by gating the RGP Blank output with the

VRAM shift register clock (normally the shift register clock is

LCLK). Video Pipelining is then accomplished by taking the

gated output and forcing this through a clocked shift register

with the same clock that drives the VRAM serial shift regis-
ters.

Figure 25 illustrates a flowchart of the Screen Refresh
transfer mechanism while Figure 26 illustrates functional
bus information.
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DRAWING BUS CYCLES

Drawing operation is described in detail as follows:

BITBLT SOURCE READ MECHANISM

BITBLT Source Read operations transfer data from a draw-

ing source address and place it in the FIFO of the BPU. A

no-wait, or minimum BITBLT source operation is composed

of two unique “T” state clock cycles of which:

1. state T1 produces ALE, address and bus status,

2. state T2 produces address, bus status, FIFO Write (FWR)
and samples WAIT

3. while T2 wait, (T2(w)), maintains all addresses, bus status
and samples WAIT.

During BITBLT-Source operations the RGP generates the

following bus status:

1. BSH1 is a logic one,
2. BSO0 is a logic zero,
3. L/Bis a logic zero,
4.RD is a logic zero,
5. WR is a logic one.

BITBLT-Source Bus cycles can be extended on an integral
clock cycle basis by the assertion of WAIT. Extension is
based on the premise that if WAIT is sampled low, (i.e., a
logic zero at the PHI 2 falling edge sample window) during
the T2 state, the RGP will produce a successive T2(w)
state. Aside from the FWR generated during T2, T2(w) is an
exact functional replica of the T2 state. Thus, T2(w) cycles
will continuously be produced until WAIT is sampled high
(i.e., a logic one).

Upon sampling WAIT high, the RGP will generate a FIFO
write (FWR) two clock cycles later. In most cases, drawing
bus cycles will occur back to back, therefore, as a result,
FWR will occur during T2 of the next BITBLT Source cycle.

DP8500
'd Address/Status Generation
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2. Set: RD/WR Status to Read

3. Generate: 24 = bit Word Address on A23-0
4. Generate BSE

5. Generate Page Break

6. Assert Address Strobe: ALE
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A

In order for the BPU to maintain the proper internal data
pipeline, a succession of events must occur of which:

1. the RGP samples WAIT high during T2,

2. on the next clock cycle, or as the RGP enters the next
bus cycle T1 state, the BSM asserts DLE,

3. on the next clock cycle, (during the next bus cycle T2) the
RGP, completes the previous bus cycle by strobing FWR.

BITBLT source read operations require that the valid data

be maintained long enough on the system data bus to en-

sure that data latched into the BPU is valid. Often, and for

this reason, effective pipelining of the system results in a

clean and efficient approach when dealing with BITBLT

Source Read operations.

Figure 27 illustrates a flowchart of the BITBLT Source Read

transfer mechanism while Figure 28 illustrates functional

bus information.

BITBLT DESTINATION WRITE MECHANISM

BITBLT Destination write operations, reads data from the

BPU FIFO and places the data into the specified destination

address. From an RGP perspective, a no-wait, or minimum

BITBLT Destination write operation is composed of two

unique “T” state clock cycles, of which:

1. state T1 produces ALE, Address Bus Status and FRD,

2. state T2 produces Address, Bus Status, FRD and sam-
ples WAIT,

3. while T2 wait (T2(w)) maintains: Addresses, Bus Status
and samples WAIT.
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1. Assert FIFO Write Strobe (FWR) [ 1. Latch BPU Data
) 2. if (Page Break = True,

)
Negate System Address Strobes: RAS, CAS;
else:

Togélo CAS;
3. Negate System Read
.

TL/F/9427-56

FIGURE 27. BLIT Source Read Transfer Flow Chart
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Architectural Description (continued)
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ADDRESS .
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FIGURE 28. Functional BLIT Source Read Cycle
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Architectural Description (continued)

During BITBLT-Destinaton write operations the RGP gener-
ates the following bus status:

1. BS1 is a logic one,
2. BSO0 is a logic zero,
3.L/B is a logic zero,
4.RD is a logic one,

5.WRis a logic zero.

BITBLT Destination Write Bus cycles can be extended on
an integral clock cycle basis by the assertion of WAIT. Ex-
tension is based on the premise that if WAIT is sampled low,
(i.e., a logic zero at the PHI 2 falling edge sample window)
during the T2 state, the RGP will produce a successive
T2(w) state. Aside from the FRD strobe, T2(w) is an exact
functional replica of the T2 state. Thus, T2(w) cycles will
continuously be produced until WAIT is sampled high (i.e., a
logic one).

Figure 29 illustrates a flowchart of the BITBLT-Destination-
Write transfer mechanism while Figure 30 illustrates func-
tional bus information.

BITBLT DESTINATION READ-MODIFY-WRITE
MECHANISM

At the system memory level, BITBLT Read-Modify-Write
(RMW) operations are composed of a BITBLT-destination-
read directly followed by a BITBLT-destination-write. A
BITBLT RMW can best be described as a three stage pro-
cess of which:

1. the read portion of the bus cycle reads destination data
from memory and latches it in the BPU.

2. This data is logically combined in the BPU Logic Unit with
the source contents read from the BPU’s FIFO (the modi-
fy portion).

DP8500
{ Address/S-Qatus Generation A
1. Generate: Bus Status BS1=0=10
2. Set: RD/WR Status to Write
3. Generate: 24 = bit Word Address on A23=0
4. Assert Address Strobe: ALE
5. Assert LME/RME masking
6. Generate Page Break
7. Assert FIFO READ (FRD) Bus State Machine
8. Set L/B to Bt Present Status )
1. Arbitrate for Drawing Write
2. Decode Address
3. Assert System Address Strobes: RAS; CAS
4. Assert System Write Strobe
5. Assert Data Output Enable (DOE)
6. Latch Data
\ y,
( Complete Cycle )
1. Negate WAIT
2. if (Page Break =True):
Negate System Address Strobes: RAS, CAS;
else:
(  Complete Output Transfer A Toggle CAS;
3. Negate System Write
L _ J

v

( Begin Next Cycle )

TL/F/9427-58

FIGURE 29. BLIT Destination Write Transfer Flow Chart
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Architectural Description (continued)

il 12
PH1 _*—\ P \
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Agfslg X ADDRESS VALID X
BS1-0 X STATUS VALID (10) X
B\ L
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E X PAGE BREAK VALID X
FRD / N Vi \
'5:5 X MASKING VALID X
WA / N\
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MEMORY
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FIGURE 30. Functional BLIT Destination Write Cycle
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Architectural Description (continued)

3. A destination write cycle completes the bus operation by
writing the resultant data back to the original destination
memory location.

From the RGP perspective, a no-wait, or minimum BITBLT

RMW cycle is composed of two unique “T” state clock cy-

cles, of which:

1. state T1 produces ALE, address and bus status and FRD
(see below),

2. state T2 and T2 wait (T2(w)) maintains all addresses, bus
status and samples WAIT.

BITBLT RMW operations are composed of the following bus

status:

1. BS1 is a logic one,

2. BS0 is a logic zero,

3. L/B is a logic zero,

4. LME is automatically generated (a logic one) for left edge
of BITBLT,

5. RME is automatically generated (a logic one) for right
edge of BITBLT,

6. RD is a logic zero,

7. WR is a logic zero.

A BITBLT RMW Bus cycle can be extended on an integral

clock cycle basis by the assertion of WAIT. Extension is
based on the premise that if WAIT is sampled low, (i.e., a

DP8500
( Addross]gtatus Generation )

1 Generate: Bus Status BS1=0=10

2. Set: RD/WR Status to Read modify Write

. Generate: 24 = bit Word Address on A23=0
. Assert Address Strobe: ALE

. Assert LME/RME masking

. Generate Page Break

. Assert FIFO READ (FRD)

. Set L/B to Blit

ONOUAEWULN

logic zero at the PHI 2 falling edge sample window) during
the T2 state, the RGP will produce a successive T2(w)
state. Aside from the FRD generated during T2, T2(w) is an
exact functional replica of the T2 state. Thus, T2(w) cycles
will continuously be produced until WAIT is sampled high
(i.e., a logic one).

Figure 31 illustrates a flowchart of the BITBLT RMW trans-
fer mechanism while Figure 32 illustrates functional bus in-
formation.

LINE DRAWING

Conceptually, line drawing operations are the same as
BITBLT RMW operations with the exception that only one
bit of the destination word is altered during each RMW cy-
cle. This is realized by using the BPU'’s Pixel Port contents
as the “source” data rather than the data from the FIFO
and selecting the bit position via the BPU’s pixel address
inputs. Line drawing can best be described as a three stage
process of which:
1. destination data word is read from memory to the BPU,
2. one of sixteen bits is selected (as determined by B3-0)
which is mixed with the contents of the Pixel port (the
modify portion).
. The write portion completes the bus operation by writing
the accumulated results back to the destination memory
location.

(&)

Bus State Machine
4 Present Status B

f Complete Output Transfer )

»] 1. Arbitrate for Drawing Write

2. Decode Address

3. Assert System Address Strobes: RAS; CAS
4. Assert System Read Strobe

. J

( Present BPU Data )

1. Assert Data Latch Enable (DLE)

2. Latch Data

\. J
A

( Complete Cycle )

A

( )
I
¢

Begin Next Cycle )

1. Negate WAIT

2. Assert Data Output Enable (DOE)

3. Assert System WriteStrobe

4. If (Page Break =True):
Negate System Address Strobes: RAS, CAS;
else:
Toggle CAS;

LS Negate System Write

TL/F/9427-60

FIGURE 31. BLIT Read Modify Write Transfer Flow Chart

1-37

0058dd




DP8500

Architectural Description (continued)
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FIGURE 32. Functional BLIT Read-Modify-Write Cycle
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Architectural Description (continued)

From the RGP perspective, a no-wait, or minimum BITBLT
Destination write operation is composed of two unique “T”
state clock cycles, of which:

1. state T1 produces ALE, address, bus status,

2. state T2 and T2 wait (T2(w)) maintains all addresses, bus
status, B3-0 and samples WAIT.

The RGP’s Line operations generate the following bus
status:

1. BS1 is logic one,

2. BSO0 is a logic zero,

3.L/Bis a logic one,

4. B3-0 are generated to select one bit of the destination
word,

5.RD is a logic zero,

6. WR is a logic zero.

DP8500
( Addross/gtatus Generation

. Generate: Bus Status BS1=0=10

. Set: RD/WR Status to Read modify Write

. Generate: 24 = bit Word Address on A23-0
. Generate: 4=bit pixel Address on B3~0

. Set: L/B to Line mode

. Assert Address Strobe: ALE

>
-

Line drawing operations can be extended on an integral
clock cycle basis by the assertion of WAIT. Extension is
based on the premise that if WAIT is sampled low, (i.e., a
logic zero at the PHI 2 falling edge sample window) during
the T2 state, the RGP will produce a successive T2(w)
state. T2(w) is an exact functional replica of the T2 state.
Thus, T2(w) cycles will continuously be produced until WAIT
is sampled high (i.e., a logic one).

Figure 33 illustrates a flowchart of the Line drawing mecha-
nism while Figure 34 illustrates functional bus information.
Not included as part of the diagram is the generation L/B.
The reason for this is because L/B is normally set to line
mode a number of clock cycles prior to executing the actual
drawing function.

Bus State Machine

( Present Status

. Generate Page Break

(  Complete Output Transfer

1. Arbitrate for Drawing Write

2. Decode Address
3. Assert System Address Strobes: RAS; CAS
4. Assert System Read Strobe
\. J
( Present BPU Data )
1. Assert Data Latch Enable (DLE)
2. Latch Data
\. v,
A
4 Complete Cycle )

. Negate WAIT

L
(

v

Begin Next Cycle

J

A

. Assert Data Output Enable (DOE)

Assert System WriteStrobe

if (Page Break =True):

Negate System Address Strobes: RAS, CAS;
else:

Toggle CAS;

5. Negate System Write

oo

.

TL/F/9427-62

FIGURE 33. Line Drawing Transfer Flow Chart
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Architectural Description (continued)

PH1 _*—\

PH2 "\ /\ /~ \ /~\ /~\
ALE /~ \ /~ \
:gf;g X ADDRESS VALID X
BS1-0 STATUS VALID (10) ‘ X
B\ yA
LN /
PB X PAGE BREAK VALID X
o/ \ /\
B3-0 X PIXEL ADDRESS VALID X
WATT /~ N\
Sthoses WA /
" \_/
DLE \ /
MEWM%_: \ /

BPU DATA
OUTPUT ENABLE
(DOE)

DATA
BUS

T2 ! T2

N\

I | 1

| W—

V4 \,
{ DATA READ X' DATA WRITE )

FIGURE 34. Functional Line Read-Modify-Write Cycle
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Architectural Description (continued)

SYSTEM PIPELINE CONSIDERATIONS

In many high speed system applications, pipelining serves a
crucial role in increasing the overall setup time required to
perform a given system operation. Synchronous pipelining
works on the principle of deliberately delaying various proc-
essor outputs multiples of the system clock. In effect, the
system views a delayed copy of the original Bus Master bus
cycle. It is important to understand that a pipelined system
doesn’t give something for nothing, and for this reason it is
important to ensure that the amount of time the system
processor spends (based on clock cycles) on the bus is
equivalent to the time the system spends executing the bus
cycle. Systems based on having an external BSM lends well
to effective pipelining.

When properly executed, pipelining gives the system extra
time for decoding addresses, detecting possible changes in
address, and allows much tighter control over critical output
signals.

Aside from providing a tighter control of time critical signals,
RGP drawing bus cycles can benefit significantly in a pipe-
lined system. In particular, the inherent nature of the pipe-
lined BITBLT Source Read bus cycle can be optimized in a
pipelined system such that with a one phase clock delay,
the BSM assertion of DLE can easily be met during the next
bus cycle T1. Please refer to Figure 28.

The signals best suited for pipelining are:
1. BSE,

2.L/B,

3. BO/LME,

4. B1/RME,

5. B2/FWR,

6. B3/FRD.

A one clock pipelined delay is sufficient for optimum opera-
tion.

INTERRUPT OPERATION

The RGP provides to the user two hardware interrupt inputs:
a Non-Maskable Interrupt (NMI) and an Interrupt (INT). NMI
is sampled on a negative edge transition, while the INT input
functions as a level detect.

The nature of the INT input is such that it should be assert-
ed as a system status, and maintained true until the RGP
clears the Interrupt generating device. Because INT is sam-
pled internally, proper setup and hoid time relative to the
falling edge of phase two guarantee that INT will be sam-
pled in accordance with the timing specifications.

Assertion of NMI and INT can happen asynchronously to
the RGP phase clock without causing any internal metasta-
bility problems. However, in the event that INT violates set-
up, recognition will not be guaranteed to happen until the
next clock cycle.

Unlike the RGP HOLD and HOLDA mechanism where the
acknowledgement latency is based on a ‘per-bus-cycle” ba-
sis, acknowledgement of either NMI or INT takes place after
the current instruction is complete. Consequently, Interrupt
latency will exist prior to the RGP servicing the Interrupt
Handling routine.

HALT OPERATION

Included as an RGP output is HALT. Depending on the sys-
tem implementation, HALT can serve as a hardware or soft-
ware handshaking mechanism. As an example HALT could
be used for an “end of display-list processing” indicator.
HALT is often used as a convenient mechanism for imple-
menting double-buffering schemes.

Whenever the HALT instruction is executed, the RGP will
enter an internal HALT state, and the HALT output will be
asserted. In this state, the RGP’s bus will remain driven, yet
quiescent. However, some bus activity, in the form of Video
refresh cycles will continue to be produced if that function
has been enabled. During the HALT state, a HOST can as-
sert HOLD, with the RGP immediately relinquishing the bus
by providing the handshake response HOLDA (see BUS
ARBITRATION).

The RGP will continue to remain in the HALT state until
either an NMI or INT is asserted. At that time the RGP will
resume normal bus operation by branching to the appropri-
ate interrupt service routine.

RESET OPERATION

Driven by a clean, external logical transition, the RGP Reset
in (RSTI) forces the RGP to respond in the following man-
ner:

1. Forces the Program Counter to return to address zero.
2. The Video Attribute Register is cleared.

3. RSTO is asserted, and will continue asserted as long as
RSTI is zero.

4. ALE goes to logic zero,

5. RD and WR goes to logic one,

6.and BS1-0 = 00.

When RSTI is asserted, it will not affect the contents of the

Data, Address Registers or Program Flags, nor will it cause

any type of internal metastability problems should it be as-

serted asynchronously. However, in asynchronous applica-

tions, it will require an additional internal clocked synchroni-

zation cycle in order to function in accordance with the tim-

ing specification.

During reset, it is recommended the BSM be forced to a

known state. Eight clock cycles after the release of Reset,

the first bus cycle will appear on the bus. Figure 35 illus-

trates the sequence.
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Architectural Description (continued)
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TL/F/9427-64

FIGURE 35. External Reset Operation Timing

BUS ARBITRATION MECHANISM

Bus arbitration allows a HOST to arbitrate for the system
bus. The bus arbitration protocol takes on the following
form:

1. An external device asserts a HOLD request to the RGP,

2. the RGP will assert HOLD acknowledge (HOLDA) after
the current bus cycle, if no internal Video Refresh cycle is
pending,

3. during HOLDA, the RGP will float the Address lines, but
will continue to drive the remaining outputs in a quiescent
state. The outputs will reflect the last T-state of the previ-
ous bus cycle.

Unlike NMI and INT where acknowledgement is processed

at the completion of the instruction, the HOLD and HOLDA

arbitration mechanism is processed on a “per-bus-cycle”
basis. The HOLD input is sampled on every falling edge of
phase two. In asynchronous applications, assertion of

HOLD will cause no internal metastability problems and is

sampled true whenever the setup time is met according to

the timing specifications.

BUS ARBITRATION PRIORITY SCHEME

Figure 2 illustrates the internal architecture of the RGP. The
internal bus arbitration scheme of the RGP is based on the
following:

1. Video Refresh,
2. HOLD, HOLDA mechanism

3. Non-Maskable Interrupt (NMI),
4. Interrupt (INT), i
5. Non-Drawing and Drawing Bus Cycles.

Generation of Video refresh must be the highest priority to
ensure real-time operation. In situations where the RGP has
relinquished the bus to the HOST, DRREQ can possibly
serve as a Preempting, or high priority system interrupt in
order to indicate an impending Video refresh. Because the
internal RGP bus arbitration mechanism allows Video Re-
fresh cycles to have highest priority, it is important that a
similar priority structure is reflected in the structure of the
BSM.

RELATIONSHIP OF RGP PHASE AND LOAD CLOCKS

The RGP is designed to clock under direction of an external
Two-Phase, and Load Clock (LCK) sources. Both non-over-
lapping Phase clocks are used to drive the main internal
control logic block, while the LCLK input synchronizes the
RGP to the external video data shift rate. Generation of
DRREQ, Horizontal, Vertical and Blanking sync signals are
based on the LCLK source. :

In order to maintain consistency in the assertion of DRREQ,
the RGP samples LCLK internally with the Phase input
clocks. As a result, LCLK must always function at a sub-mul-
tiple of the phase clock frequency (see AC timing specifica-
tions), otherwise, generation of DRREQ, and internal me-
tastability could result from such practice.
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Architectural Description (continued)

GNDB2

GNDB3

vces2

Note 1: Capacitor type: Ceramic

Note 2: Keep all capacitor lead length as short as possible; use leadless if

possible.
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Optimum DP8500 Buffer Bypassing
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Note 4: For optimum Buffer performance, the diagram illustrates a recom-

mended layout for capacitor and capacitor values. Depending on the system

parasitic capacitance, actual bypass capacitor values may vary.

Note 3: Keep logic supply separate from buffer supply.
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0.1 4F

GNDL1

DP8500
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0.1 4F

GNDL2

Optimum DP8500 Logic Bypassing

TL/F/9427-66
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Absolute Maximum Ratings*

If Military/Aerospace specified devices are required,
please contact the National Semiconductor Sales
Office/Distributors for availability and specifications.

Storage Temperature Range —65°Cto + 150°C

Supply Voltage (Vco) —-0.5Vto 7V
Voltage at Any Pin
with Respect to GND —0.5V to Vg + 0.5V

Package Power Dissipation @ 20 MHz 25W e 25°C

Note: Absolute maximum ratings indicate limits beyond
which permanent damage may occur. Continuous operation
at these limits is not intended; operation should be limited to
those conditions specified under DC Electrical Characteris-
tics.

*Note: These are preliminary specifications.

DC Electrical Characteristics
Commercial: Tp = 0°C to +70°C, Vgg = 5V £10%, GND = 0V
Military: TA = —55°C to +125°C; Vgg = 5V £10%, GND = 0V

Symbol Characteristics Conditions Commercial Military ¥ Unit
Min Max Min Max
Vi 2.0 20 Vv
Vi 0.8 08 | V
VcH MOS Clock High PH1, PH2 Pins Only, MOS | Vgc — 0.5 Vec — 0.5 \"
VoL MOS Clock Low PH1, PH2 Pins Only, MOS 0.3 0.3 \
VoLt MOS Clock Ringing PH1, PH2 Pins Only, MOS -0.5 0.5 -0.5 0.5 Vv
VoH loL= —3mA 2.4 2.4 v
VoL loL=3mA 0.5 0.5 \"
N Input Leakage Current ViN = Vigor VL +10 +10 | pA
loz TRI-STATE Leakage for A16-A23 Vo = Vgg or GND +60 75| pA
TRI-STATE Leakage for All Other Outputs | Vo = Vgg or GND +10 +10 [ pA
lcct Quiescent Current PH1, PH2 at 20 MHz 50 50 mA
lcc2 Supply Current PH1, PH2 at 100 kHz 10 16 | mA
lcca Supply Current PH1, PH2 at 20 MHz 70 70 | mA
CiN Input Capacitance finat 1 MHz 10 10 pF
Thermal Characteristics pca Package
Symbol Characteristics Max Units
27N Therrf\al Resnstaf\ce—Ceramlc 50 “C/W
Junction to Ambient
04c Junction to Case 3.5* °C/W
Note: *Estimated
t Preliminary
5.0v GND
5.0v
R2 R3
TEST
TEST
POINT POINT
9]
C1 Ri ;
TL/F/9427-47
RGP Output TRI-STATE Test Load Circuitry
Note 1:C1 = 50 pF
R1 =6k
TL/F/9427-46 R2 = 13kQ
RGP Output Test Load Circuitry R3 = 1.8k

Note 2: Connect SW to +5V for tp 7 and tpz| measurements.
Note 3: Connect SW to GND for tpyz and tpzy measurements.
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DP8500 AC Timing Characteristics

Voc = 5.0 £10%; GND = 0V; Commercial Tp = 0°C to 70°C; Military To = —55°C to +125°C; Loading = 50 pF
Symbol Figure Description Reference Mitary Commercial
Min Max Min Max
tCp 23 PH1 or PH2 Clock Period RE to Next RE 50 50
tCh 23 PH1 or PH2 High Time RE 50% to Next FE 50% 20 19
tnOVL 23 PH1, PH2 Non-Overlap Time PH1 (PH2) FE 50% to 3 3
23 Next PH2 (PH1) RE 50%
tLCp 23 LCK Period LCK RE to Next LCK RE 3*tCp 3*tCp
Mode 0 & 3 Mode 1 & 2 2*tCp 2*tCp
tLCh 23 LCK High Time LCK RE 50% to FE 50% 15 15
tLCl 23 LCK Low Time LCK FE 50% to RE 50% 15 15
tLCKs 23 LCK High Setup Time Before PH1 RE 50% 5 5
tLCKh 23 LCK High Hold Time After PH1 RE 50% 5 5
tDIs 24 Data in Setup Time Before PH2 FE 50% 5 5
tDIh 24 Data in Hold Time After PH2 FE 50% 10 10
tDv 26 Data Valid Time After PH2 RE 50% 43 38
tDiv 26 Data Invalid Time After PH2 RE 50% 5 5
tADf 20 AD15-0 Bus Floating After PH2 RE 50% 42 35
tALv 20 Address 15-0 Valid After PH2 RE 50% 43 38
tALf 24 Address 15-0 Float After PH2 RE 50% 40 35
tALav 24 Address 15-0 Valid Before ALE FE 50% 2
tALiv 26 Address 15-0 Invalid After PH2 RE 50% 5
tALaiv 27 Address 15-0 Invalid After ALE FE 50% 15 15
tAHv 20 Address 23-16 Valid After PH2 RE 50% 39 36
tAHiv 24 Address 23-16 Invalid After PH2 RE 50% 5 5
tAHf 20 Address 23-16 Floating After PH2 RE 50% 40 35
tAHav 24 Address 16-23 Setup Before ALE FE 50% 2 5
tLMEvV 28 LME Valid After PH1 RE 50% 43 38
tRMEv 28 RME Valid After PH1 RE 50% 43 38
tFWRv 27 FWR Valid After PH1 RE 50% 43 38
tFRDv 28 FRD Valid After PH1 RE 50% 43 38
tLMEiv 28 LME Invalid After PH1 RE 50% 8 8
tRMEiv 28 RME Invalid After PH1 RE 50% 8 8
tFWRiv 27 FWR Invalid After PH1 RE 50% 8 8
tFRDiv 28 FRD Invalid After PH1 RE 50% 8 8 )
tLBv L/B Valid After PH1 RE 50% 43 38
tBSEv 27 BSE Valid After PH1 RE 50% 36 35
tLBiv L/B Invalid After PH1 RE 50% 8 8
tBSEiv 27 BSE Invalid After PH1 RE 50% 8 8
tHALTv 34 Halt valid After PH1 RE 50% 42 38
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DP8500 AC Timing Characteristics

Vee = 5.0 £10%; GND = 0V; Commercial Tp = 0°C to 70°C; Military Tp = —55°C to + 125°C; Loadlng = 50 pF (Continued)

Symbol Figure Description Reference Military Commercial
Min Max Min Max

tHALTiv 34 HALT Invalid After PH1 RE 50% 8 8
tHOLDs 20 HOLD Setup Before PH2 FE 50% 5 5
tHOLDiv 20 HOLD Invalid After PH2 FE 50% 12 12
tHLDAv 20 HLDA Valid After PH2 RE 50% 40 36
tHLDAiv 20 HLDA Invalid After PH2 RE 50% 6 6
tRSTIs 37 RSTI Setup Before PH2 FE 50% 15 15
tRSTIh 37 RSTI Hold After PH2 FE 50% 10 ) 10
tPWR 37 Min RESET Low Time After Power On 12*tCp 12*%Cp
tRSTOV 38 RSTO Valid After PH1 RE 50% 40 35
tRSTOIv 38 RSTO Invalid After PH1 RE 50% 9 10
tALEV 20 ALE Valid After PH2 RE 50% 30 26
tALEiv 20 ALE Invalid After PH2 FE 50% 10 11
tALEw 20 ALE Width ALE RE 0.8V to 20V 20 19

ALE FE 0.8V
tWAITs 21 WAIT Setup Before PH2 FE 50% 5 5
tWAITh 21 WAIT Hold After PH2 FE 50% 12 10
tBSv 20 BS 1-0 Valid After PH1 RE 50% 37 34
tRDv 20 RD Valid After PH1 RE 50% 45 35
tWRv 20 WR Valid After PH1 RE 50% 45 35
tBSiv 24 BS 1-0 Invalid After PH1 RE 50% 12 12
tRDiv 24 RD Invalid After PH1 RE 50% 10 10
tWRiv 24 WR Invalid After PH1 RE 50% 10 10
tBSAv 20 BS0~1 Valid Before ALE RE 50% 3 5
tRDAvV 20 RD Valid Before ALE RE 50% 2 5
tWRAv 20 WR Valid Before ALE RE 50% 5
tBv 30 B3-0 Valid After PH1 RE 50% 43 38
tBiv 30 B3-0 Hold After PH1 RE 50% 9 8
tPBv 20 PB Valid After PH2 RE 50% 38 33
tPBiv 24 PB Invalid After PH2 RE 50%
tPBav 24 PB Setup Before ALE FE 50%
tHSYv 39 HSYNC Valid After PH1 RE 50% 50 46
tHSYiv 39 HSYNC Invalid After PH1 RE 50% 10 10
tDRQV 31 DRREQ Valid After PH1 RE 50% 39 35
tDRQiv 31 DRREQ Invalid After PH1 RE 50% 9 10
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DP8500 AC Timing Characteristics
Voe = 5.0 £10%; GND = 0V; Commercial Tp = 0°C to 70°C; Military To = —55°C to + 125°C; Loading = 50 pF (Continued)

Symbol Figure Description Reference Military Commercial
Min Max Min Max

tiNTs 35 INT Setup Before PH2 FE 50% 5 5

tINTh 35 INT Hold After PH2 FE 50% 10 10

tNMIw 36 NMI Min. Width FE to RE 50% 15 15

tBLKv 40 BLANK Valid After PH1 RE 50% 39 38

tBLKiv 40 BLANK Invalid After PH1 RE 50% 8 10

tVSYOv 41 VSYNC Output Valid After PH1 RE 50% 40 40

tVSYOiv 41 VSYNC Output Invalid After PH1 RE 50% 10 10

tVSYls 42 VSYNC Input Setup Before PH2 FE 50% 5 5

tVSYlh 42 VSYNC Input Hold After PH2 FE 50% 24 22

Notes: Military Specifications are preliminary. Please contact your National Semiconductor Sales Office or Distributor for availability and specifications.
The timing specifications listed above are based on a 50% threshold input voltage, with an output threshold of 1.5V.

Note 1: The column titled Symbol holds the symbolic name of the parameter, as it appears on the timing diagrams.

Note 2: The column titled Figure holds the figure ber(s) of timing diags in which the p pp

Note 3: All parameters (except tLCp and tPWR) are times in nanoseconds. tLCp and tPWR are based on tCP clocks. Usually a number appears either in the
column titled Max or in the column titled Min, since in most cases, only one of these is of significance. In cases where both are important, both appear.

Note 4: The column titled Reference gives the name of a reference signal from which the given p is d. The designation RE or FE following a
signal name indicates the rising edge or falling edge of that signal. A percentage following RE or FE indicates the percent of the total rise or fall of the signal at the
point from which the p being ibed is

Note 5: Minimum tRSTw is one tCp.
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Typical Performance Characteristics
) DP8500 Output Capacitance Derating Curve

At(ns)

>
g

+4 ‘

+3

+2

+1

date sheet reference point
-1

-2
-3
-4

=5

= loading (pf)
0 10 20 30 40 50 60 70 80 TL/F/9427-33
Note 1: All derated output values are based on the 50 pF data sheet reference point.

Note 2: The graph may not be linear outside range shown.

Note 3: Derated values apply to both the rising and falling edge.

Note 4: The curve reflects worst case @ 70°C.

Note 5: This curve applies ONLY to output drives.
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Timing Waveforms (continued)
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FIGURE 39. RGP LCLK Timing
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Timing Waveforms (continued)
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Timing Waveforms (continued)
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Timing Waveforms (continued)
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Timing Waveforms (continued)
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Timing Waveforms (continued)
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Timing Waveforms (continued)
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NS32CG16-10/NS32CG16-15

National
Semiconductor

NS32CG16-10/NS32CG16-15

PRELIMINARY

High-Performance Printer/Display Processor

General Description

The NS32CG16 is a 32-bit microprocessor in the Series
32000® family that provides special features for graphics
applications. It is specifically designed to support page ori-
ented printing technologies such as Laser, LCS, LED, lon-
Deposition and InkJet.

The NS32CG16 provides a 16 Mbyte linear address space
and a 16-bit external data bus. It also has a 32-bit ALU, an
eight-byte prefetch queue, and a slave processor interface.

The capabilities of the NS32CG16 can be expanded by us-
ing an external floating point unit which interfaces to the
NS32CG16 as a slave processor. This combination pro-
vides optimal support for outline character fonts.

The NS32CG16's highly efficient architecture, in addition to
the built-in capabilities for supporting BITBLT (BIT-aligned
BLock Transfer) operations and other special graphics func-
tions, make the device the ideal choice to handle a variety
of page description languages such as Postscript™ and
PCL™,

Block Diagram
ADD/DATA  CONTROLS & STATUS
DHA PIPELINED
CONTROL ‘___.:I BUS INTERFACE CONTROL | MICROCODE ROM uc:g:l CRAPHCS
PROGRAMMABLE CONTROL LOGIC  peecter
e LY INSTRUCTIONS | 16
A 4 -~
&1 oo
T| ceneraTor
8=BYTE
QUEUE By
DATA
PIPELINED
L INSTRUCTION sz
DECODER
v (]
PIPELINED R
DISPLACEMENT AND
IMMEDIATE EXTRACTOR
A4 v v v v
32 BIT INTERNAL BUS
TL/EE/9424-1

Features

m Software compatible with the Series 32000 family
W 32-bit architecture and implementation
| 16 Mbyte linear address space
m Special support for imaging applications such as print-
ers, faxes and scanners
— 18 graphics instructions
— Binary compression/expansion capability for font
storage using RLL encoding
— Pattern magnification for Epson and HP LaserJet™
emulations
— 6 BITBLT instructions on chip
— Interface to an external BITBLT processing unit for
very fast BITBLT operations (optional)

m Floating point support via the NS32081 or the NS32381
for outline fonts, scaling and rotation

m On-chip clock generator

m Optimal interface to large memory arrays via the
DP84xx family of DRAM controliers

B Power save mode

| High-speed CMOS technology

B 68-pin plastic PCC package
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National
Semiconductor

DP8510 BITBLT Processing Unit

General Description

The DP8510 BITBLT Processing Unit (BPU) is a high-per-
formance microCMOS device designed for use in raster
graphics applications. It implements, in high-speed pipelined
logic, the data operations which are fundamental to BITBLT
(BIT boundary Block Transfer) graphics: shifting, masking
and bitwise logic operations. Under control of external hard-
ware such as a state machine or a general-purpose micro-
processor, it provides all necessary data path operations,
easing the implementation of a wide variety of BITBLT sys-
tems. A number of input pins control the proper data flow in
the BPU. A simple handshake scheme is used to interface
the CPU, the BPU and the memory system.

The BPU has two modes, BITBLT and line drawing. The
mode is set by the B/L pin. The line-drawing mode can be
treated as a special case BITBLT with height and width
equal to one. )

In order to perform a BITBLT operation, the BPU’s control
register must first be loaded with four parameters: the shift
number, left and right masks and the function select code, a
total of 16 bits. BITBLT can then proceed, as directed by an
external processor or state machine. It is the responsibility
of the controller to generate appropriate addresses for the
BITBLT, to interface with the frame buffer's memory control
circuitry, and to control the BPU itself.

Features

m Supports all 16 classical BITBLT functions

m Pipelined data input for high system throughput

m Flexible architecture allows BPU to be used with a
state machine or processor

® Multiple BPUs can be used for multiple bitplane/color
applications

® Line drawing support

m Compatible with static or dynamic RAMs, including
Video DRAMs

m Compatible with page mode, nibble mode and static

column RAMs

32-bit to 16-bit barrel shifter

16-bit data port

16-word FIFO

16-bit logic operations

m 20 MHz operation

m Single +5 volt supply

| All inputs and outputs TTL-compatible

m Packaged in a 44-pin PCC (commercial) or 44-pin PGA
(MIL)

=m Single-bit pixel 1/0 port

m A member of National’s Advanced Graphics Chip Set

=’ microCMOS technology

Block Diagram

DQO-15

CRE

[

DQO-15 PDQn

TL/F/8672~22
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DP8510

Connection Diagrams

N.C. = No Connection

44-Pin Plastic Chip Carrier (PCC) Package

® 0

S8gBEAEELSS

DQ9
DQ10
Lvee
DQt1

BGND3
DQ12
BVCCO
DQ13
BGNDO
DQ14
DQ15

THEHHHEEEEE_

PAO / LME
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DQS
BGND2
LGND
DQ4
BvCCt
DQ3
BGND1
DQ2
DQt
DQO

[ [l

DP8510V
Top View

EEERERRHR

22]

PA3 /FRD [24]
DOE
RESET
PDLE
NC

TL/F/8672-2

Order Number DP8510V
See NS Package Number V44A

44-Pin Grid Array (PGA) Package

Description Pin Description Pin

DLE A4 PA2/FWR H5

CRE A5 PA3/FRD H4 AR NN A "
BSE B5 DOE G4

BIS A6 RESET H3 OOEE®B®® |
DOS B6 PDLE G3 ® ® ®® |
DQs A7 N.C. H2

R A ©o .. @0/
Lvee B8 DQ2 G1 ® ® ®® |
DQ11 cs BGND1 Fi

BGND3 D7 DQ3 E2 ® ® ®® |-
DQ D cC E

BVC1J(2:0 E: g\é41 D: OO B®® |
DQ13 E7 LGND D2

BGNDO F8 BGND2 c BB ®® ya
DQ14 F7 DQ5 c2

DQ1 5 G8 D06 B1 ’ ! ’ ° ) 3 : k TL/F/8672-25
PDQN G7 pa7 B2

POE G6 N.C. B3

BIL H7 TCS A2

PAO/LME He PH1 A3

PA1/RME G5 PH2 B4

Order Number DP8510U

See NS Package Number U44A
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Pin Definitions

DQO-DQ15:

PDQn:

PAO/LME:

Data 1/0 Port, 16 bits wide. This is the main
data port which is connected to the frame
buffer. It serves as the 16-bit input to the
Data Input Latch for both source and destina-
tion data. When DOE is active (low), this port
serves as data output.

Data Output Buffer Enable. A low signal on
this pin enables the data output buffers of
DQO-DQ15.

Pixel Data 1/0 Port, 1 bit wide. This I/0 port
is used in the line drawing mode only. It
serves as the single bit input to the Pixel In-
put Latch to provide a source bit for line
drawing. When POE is active (low), this port
serves as an output for the pixel selected by
PAO-PAS.

Pixel Output Buffer Enable. A low signal on
this pin enables the pixel output buffer. This
allows the CPU to read back the pixel data/
value from the frame buffer in a multiple bit-
plane system.

BITBLT or Line Drawing. A low on this pin
enables the BPU for BITBLT operation. A
high on this pin sets the BPU to the line draw-
ing mode.

Pixel Address 0 or Left Mask Enable. When
the BPU is in the line drawing mode, this pin
inputs the least significant pixel address.
When the BPU is in the BITBLT mode, this
pin receives the Left Mask Enable, an active
high signal. This input must be synchronized

" with respect to the falling edge of PH2.

PA1/RME:

PA2/FWR:

PA3/FRD:

Pixel Address 1 or Right Mask Enable. When
the BPU is in the line drawing mode, this pin
inputs the second least significant pixel ad-
dress. When the BPU is in the BITBLT mode,
this pin receives the Right Mask Enable, an
active high signal. This input must be syn-
chronized with respect to the falling edge of
PH2.

Pixel Address 2 or FIFO Write control. When
the BPU is in the line drawing mode, this pin
inputs the third least significant pixel address.
When the BPU is in the BITBLT mode, this
pin is the active high FIFO write control input.
This input must be synchronized with respect
to the falling edge of PH2.

Pixel Address 3 or FIFO Read control. When
the BPU is in the line drawing mode, this pin
inputs the most significant pixel address.
When the BPU is in the BITBLT mode, this
pin is the active high FIFO read control input.
This input must be synchronized with respect
to the falling edge of PH2.

BIS:

TCS:

PH1:

PH2:

CRE:

DLE:

Barrel Input Select. This signal controls the
multiplexer prior to the BPU’s barrel shifter. If
this signal is high, a wordwise swap is per-
formed between the two 16-bit inputs to the
barrel shifter. If this signal is low, no swap is
performed. Therefors, if this signal is low, the
BIL register serves as the most-significant
word to the barrel shifter, with the DIL-Source
register serving as the least significant word.
Conversely, when this signal is high, DIL
Source serves as the most significant input
word to the barrel shifter, with BIL being the
least significant word.

BITBLT Source Enable, enables the BITBLT
source input data path and controls the latch-
ing function of the BITBLT source pipeline
register. BSE should be held low (disabled)
during the BITBLT destination data read/
write cycles. This input must be synchronized
with respect to the falling edge of PH2.

TTL Clock Select. This pin should tie to either
Ve or Ground. A high level on this pin se-
lects the TTL level clock input. The use of a
conventional TTL clock, permitted at clock
frequencies up to 10 MHz, simplifies system
design. When using TTL clock all references
to the falling edge of PH2 must be changed
to the rising edge of PH1. A low level selects
PH1 and PH2 (MOS level clocks) as the BPU
clock inputs.

Phase 1 clock input or the TTL clock input.
When TCS is set low, this is the PH1 clock
input, MOS level, maximum clock rate 20
MHz. When the TCS pin is set high, this is the
TTL clock input with a 10 MHz maximum rate.

Phase 2 clock input. MOS level, maximum
clock rate 20 MHz. When using PH1 as TTL
clock input (TCS high), PH2 must be tied to
ground.

BPU Control Register Enable. A high signal
on this pin enables the BPU’s Control Regis-
ter. The data on DQO-DQ15 is latched into
the BPU Control Register on the falling edge
of the next PH2 clock. CRE must be synchro-
nized with respect to the valid data and must
be removed before the rising edge of the
subsequent PH2 clock.

Data Latch Enable. A high signal on this pin
enables the BPU's data input latch. The data
on DQO-DQ15 is latched into the BPU data
input latch on the falling edge of the next PH2
clock. DLE must be synchronized with re-
spect to the valid data and must be removed
before the rising edge of the subsequent PH2
clock.
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DP8510

Pin Definitions (continued)

PDLE: Pixel port Data Latch Enable. A high signal
on this pin enables the BPU’s pixel port data
input latch. The data bit on PDQn pin is
latched into the one-bit pixel input data latch
on the falling edge of the next PH2 clock.
PDLE must be synchronized with respect to
the valid pixel data and must be removed be-
fore the rising edge of the subsequent PH2
clock.

DOS: Data Output Select. DOS selects the data
output from either the FIFO (DOS = 1) or the
BITBLT logic block (DOS = 0).

RESET: FIFO control Reset. A low signal on this pin
resets the BPU’s FIFO read/write control cir-
cuitry. Data previously stored in the FIFO or
on-chip latches are unchanged. This pin is
controlled by the RGP’s RESET line, an
open-drain 1/0 pin. This input must be syn-
chronized with respect to the falling edge of
PH2. PA2/FWR and PA3/FRD inputs must
be low 1 clock cycle prior to and 2 clock cy-
cles after asserting RESET low in order to
correctly reset the FIFO counters.

LvCC: Positive supply for on-chip logic circuits. 5V
+10%
LGND: Ground for on-chip logic.

BVCCO- Positive supply for output buffers, two pins.
BVCCHt: 5V £10%.

BGNDO-
BGND3: Ground for output buffers, four pins.
BITBLT Fundamentals

BITBLT, BiT-aligned Block Transfer, is a general operator
that provides a mechanism to move an arbitrary size rectan-
gle of an image from one part of the frame buffer to another.
During the data transfer process a bitwise logical operation
can be performed between the source and the destination
data. BITBLT is also called RasterOp: operations on rasters.
It defines two rectangular areas, source and destination,
and performs a logical operation (e.g., AND, OR XOR) be-
tween these two areas and stores the result back to the
destination. It can be expressed in simple notation as:

Destination < Source op Destination.
op: AND, OR, XOR, etc.
FRAME BUFFER ARCHITECTURE

Generally, there are two kinds of frame buffer architectures:
PLANE-oriented or PIXEL-oriented. BITBLT takes advan-
tage of the plane-oriented frame buffer architecture’s attri-
bute of multiple, adjacent pixels-per-word, facilitating the
movement of large blocks of data quickly in a frame buffer.
However, the plane-oriented architecture has one inherent
problem: the limit of resolution for memory addressing and
access is the word, rather than the pixel. The BITBLT
source starting address, the BITBLT destination starting ad-
dress, the BITBLT width and the BITBLT height are all de-
fined in pixels. The BITBLT source data block may start and
end at any bit position of any word, and the destination data
block also may start and end at any bit position of any word.

BIT ALIGNMENT

Before a logical operation can be performed between the
source and the destination data, the source data must first
be bit aligned to the destination data. In Figure 1, the source
data need to be shifted three bits to the right in order to
align the first pixel (that is, the pixel at the top left corner) in
the source data block to the first pixel in the destination data
block. For maximum performance, this alignment function
must be implemented with a barrel shifter.

WORD BOUNDARIES AND DESTINATION MASKS

Each BITBLT destination scan line may start and end at any
position in any data word. The neighboring bits (the bits
sharing the same word address with any words in the desti-
nation data block, but not a part of the actual BITBLT rec-
tangle) of the BITBLT destination scan line must remain un-
changed after the BITBLT. Due to the plane-oriented frame
buffer architecture, all memory operations must be word-
aligned. In order to preserve the neighboring bits surround-
ing the BITBLT destination block, a left mask is needed for
all the leftmost data words of the destination block, and a
right mask is needed for all the rightmost data words of the
destination data block. Both the left mask and the right
mask remain the same throughout a given BITBLT opera-
tion.

WORD BOUNDARIES

000123456789ABCDEF0123456789ABCDEF

02 SSSSSSSSSSSSSSSSSSSS PIXEL
04 SSSSSSSSSSSSSSSSSSSS  NUMBER
06 SSSSSSSSSSSSSSSSSSSS
08 SSSSSSSSSSSSSSSSSSSS
OA SSSSSSSSSSSSSSSSSSSS
0C SSSSSSSSSSSSSSSSSSSS

20 DDDDDDDDDDDDDDDDDDDD
22 DDDDDDDDDDDDDDDDDDDD
24 DDDDDDDDDDDDDDDDDDDD
26 pppDDDDDDDDDDDDDDDDD
28 oDDDDDDDDODDDDDDDDDD
2A DDDDDDDDDDDDDDDDDDDD

t—— MEMORY ADDRESS

FIGURE 1. A 32 by 32 Frame Buffer

TL/F/8672-3
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BITBLT Fundamentals (Continued)

The following example illustrates the bit alignment require-
ment. In this example, the graphics controller has a 16-bit
wide data bus. Figure 7 shows a 32 pixel by 32 scan line
frame buffer which is organized as a long bit stream which
wraps around every two words (32 bits). Further, the top left
corner of the frame buffer starts from the lowest word in the
memory, address 000hex. Each word in the memory con-
tains 16 bits, DQO-DQ15. The most significant bit of a
memory word, DQ15, is defined as the first disp/ayed pixel in
a word. In other words, memory’s DQ15 to DQO correspond
to pixels O to 15 respectively. In this example, BITBLT ad-
dresses are expressed in terms of pixel number, starting
(with 0) from the upper-leftmost pixel. The BITBLT source
starting address is set to 021hex (the second pixel in the
third word). The BITBLT destination starting address is set
to 204hex (the fifth pixel in the 33rd word). The BITBLT
width is set to 013hex (=19 decimal, corresponding to a
width of 20 pixels). The BITBLT height is set to 005hex (=5
decimal, corresponding to 6 scan lines).
The left BITBLT mask for the above example is:
0000,1111,1111,1111
The right BITBLT mask for the above example is:

1111,1111,0000,0000

Note: Zeroes in either the left mask or the right mask indicate the destina-
tion bits which will not be modified.

BITBLT DIRECTIONS

The BITBLT moves a rectangular block of data in a frame
buffer. For a plane-oriented frame buffer, the BITBLT pro-
cess can be considered a subroutine which has two nested
loops. The loops are preceeded by the BITBLT setup com-
putations. The outer loop is the BITBLT source and destina-
tion scan line pixel starting address calculation and line
count test for completion. The innermost loop is the actual
BITBLT data movement for a single BITBLT scan line and
word count test for completion. The length of the innermost
loop is the word count of the BITBLT width. The length of
the second loop is equal to the BITBLT’s height (number of
scan lines involved in a BITBLT):
BITBLT: calculate BITBLT setup parameters ;once per BITBLT

such as

width, height

bit misalignment (shift number)

left, right masks

horizontal, vertical directions

etc

OUTERLOORP: calculate sourcs, dest addresses ;once per scanline
INNERLOOP: move data and increment addresses ;once per word

UNTIL done horizontally
UNTIL done vertically
RETURN (from BITBLT).

Each loop can be executed in one of two directions: the
inner loop from left to right or right to left, the outer loop
from top to bottom (down) or bottom to top (up).

The ability to move data starting from any corner of the
BITBLT rectangle is necessary to avoid destroying the
BITBLT source data as a result of destination writes when
the source and destination are overlapped (i.e., when they
share pixels). This situation is routinely encountered while
panning or scrolling.

A determination of the correct execution directions of the
BITBLT must be performed whenever the source and desti-
nation rectangles overlap. Any overlap will result in the de-
struction of source data (from a destination write) if the cor-
rect vertical direction is not used. Horizontal BITBLT direc-
tion is of concern only in certain cases of overlap, as will be
explained below.

Figure 2 (a) and (b) illustrate two cases of overlap. Here, the
BITBLT rectangles are three pixels wide by five scan lines
high; they overlap by a single pixel in (a) and a single col-
umn of pixels in (b). For purposes of illustration, the BITBLT
is assumed to be carried out pixel-by-pixel. This convention
does not affect the conclusions.

In Figure 2(a), if the BITBLT is performed in the UP direction
(bottom-to-top) one of the transfers of the bottom scan line
of the source will write to the circled pixel of the destination.
Due to the overlap, this pixel is also part of the uppermost
scan line of the source rectangle. Thus, data needed later is
destroyed. Therefore, this BITBLT must be performed in the
DOWN direction. Another example of this occurs any time
the screen is moved in a purely vertical direction, as in
scrolling text. It should be noted that, in both of these cases,
the choice of horizontal BITBLT direction may be made arbi-
trarily.

Figure 2(b) demonstrates a case in which the horizontal
BITBLT direction may not be chosen arbitrarily. This is an

¥
1 SCAN LINE
DESTINATION f
[} 4( (]
iR EERE
SOURCE 1 PIEL
e
Nt —1
(a) TL/F/8672-4
—
$ N
SOURCE
. SOURCE ]
DESTINATION
(b) TL/F/8672-5

FIGURE 2. Overlapping BITBLT Operations
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BITBLT Fundamentals (continued)

instance of purely horizontal movement of data (panning).
Because the movement from source to destination involves
data within the same scan line, the incorrect ‘direction of
movement will overwrite data which will be needed later. In
this example, the correct direction is from right to left.

BITBLT VARIATIONS

Some implementations of BITBLT are defined in terms of
three operands: source, destination and mask/texture. This
third operand is commonly used in monochrome systems to
incorporate a stipple pattern into an area. These stipple pat-
terns provide the appearance of multiple shades of gray in
single-bit-per-pixel systems, in a manner similar to the ‘half-
tone’ process used in printing.

Destination < Texture op1 Source op2 Destination
While the BPU is essentially a two-operand device, three-
operand BITBLT can be implemented quite flexibly and effi-
ciently by performing the two operations serially. The BPU
permits the use of any of its sixteen operations for each of
the two operators shown above as ‘op1’ and ‘op2’. Addition-
ally, the on-chip FIFO can be used to store the intermediate
result (the result of op1 later used as an operand of op2)
thus minimizing the number of memory accesses required.

ENHANCING BITBLT PERFORMANCE

There are various ways to enhance BITBLT performance
(speed). The simplest way is to try to get data in and out of
the memory system quickly. Most of the bitmapped graphics
systems utilize DRAMs for both cost and storage density
reasons. Since the BITBLT data shows strong locality, the
graphics system can take advantage of certain fast memory
access modes available to the DRAMSs, such as page mode
access, static column access, etc. The BPU, by means of
an internal FIFO, can pipe the BITBLT source data to re-
duce the frequency of switching out of the current page ad-
dress space, thus maximizing the ability of the system to
capitalize on the data’s locality. This operation is described
in the following section.

PIPING THE BITBLT SOURCE DATA

When the BITBLT width is more than a word, up to 16
source data words can be piped into the BPU’s on-chip
FIFO. At the end of each BITBLT scan line or at the end of
16 source data words, the controlier switches from the
BITBLT source address space to the BITBLT destination
address space. When the BITBLT destination data word is
fetched, two possible memory control sequences can be
used. One is the modify-write sequence: write the BITBLT
result back to the destination memory immediately after the
logical function is executed. The second sequence involves
storing the BITBLT result back to the BPU’s on-chip FIFO,
to a maximum of 16 words. Either at the end of each
BITBLT destination scan line or at the 16th destination data
word, the BITBLT resultant data is then read out from the
FIFO and written to the BITBLT destination memory se-
quentially.

Summary of the BITBLT Memory

Control Sequences

BITBLT MEMORY SEQUENCE |

0) Load the BPU Control Register with [FS, SN, LM, RM],
via the data bus.

1) Read in the BITBLT source data up to 16 words (17
words in certain cases), barrel-shift, then write them into
the on-chip FIFO. (Only 16 barrel-shifted data words can
be stored.) o ) )

2) Read in the BITBLT destination data while the barrel-
shifted source data is read out from the on-chip FIFO and
the selected logical operation is executed, then write
back to destination.

3) Go to step 1 until the end of the BITBLT scan line.

4) Go to step 1 for the remaining BITBLT scan lines.

BITBLT MEMORY SEQUENCE Il

0) Load the BPU Control Register with [FS, SN, LM, RM] via
the data bus. o

1) Read in the BITBLT source data up to 16 words (17
words in certain cases), barrel-shift, then write them into
the on-chip FIFO. (Only 16 barrel-shifted data words can
be stored.)

2) Read in the BITBLT destination data in sequence, exe-
cute the selected logical operation and then write the re-
sult back to the on-chip FIFO, maximum 16 BITBLT data
words.

3) Read BITBLT result from the FIFO and write them back
to the BITBLT destination memory.

4) Go to step 1 until the end of the BITBLT scan line.
5) Go to step 1 for the remaining BITBLT scan lines.

DP8510 BIT ORDER

The DP8510’s internal word bit-order is defined from D15 on
the left to DO on the right. The pixel address bits PAO-PA3
map directly to this left-to-right bit order convention. For ex-
ample when PA(3:0) = 0 the rightmost bit of a displayed
word will be addressed. When PA(3:0) = 0fh, the leftmost
bit of a displayed word will be addressed (see Figure 3b).

It should be noted that when pixel data is viewed in the
frame buffer the order of the bits will be consistent with
most conventional microprocessor conventions that define
DO in the LSB bit position or in the rightmost bit location
(see Figure 3a).

Block Diagram Description

GENERAL

Figure 4 illustrates the block diagram of the BPU. It consists
of several 16-bit latches and multiplexers connected via 16-
bit data paths to the three major functional blocks: the Bar-
rel Shifter, the FIFO and the BITBLT Logic Unit. Latches are
provided for input data from the BITBLT source and destina-
tion as well as for control parameters.

Control parameters consist of 16-bit data which are written
to the Control Register. This data is used, in conjunction
with the BPU’s external control pins, to route and modify the
BITBLT data.

The primary flow of data during a BITBLT is from the DQO0-
DQ15 pins, through the Master Data Input Latch (DIL-Mas-
ter) to either the source path or destination path to the
BITBLT Logic Unit. The output of the logic unit is then rout-
ed through tri-state buffers back to the DQ0-DQ15 pins.
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Block Diagram Description (continued)

01s8dd

16 Bits {
Shift Order DO l

l
i D15

Word O (Address n)
Word 1 (Address n+1)

a) Data Representation In Frame Buffer

| 1 ] Wordn (Address nen)

TL/F/8672-26

(as Seen by the CPU)
Increasing X
16 Bits | 16 Bits {
Display Order D15 |
Tty cyeyemgopee
[ veao 111 TTTI1] EEERE
[ I R B R I | f0 0 0 0 0 Scanline m1
bbbttt IR 2R Y ik e i e e A St b b it T A
Display Screen 1 ¥ 0 0 b b b b Scanline m¥2
tetmtotatb ot ctmtobmbotmbotmbotot bbbttt bt mbobobadan
[ N I I 0 0 0 b 0t 0 Scanline m#3
—-hed= wchbeodbdoadbdobadadadaesd sbtebdodedvdbodabdocbdocboadabodbanbdbobdabodbabad
= Pixel Address 15 Pixel Address 0
[PA(3:0) =OFh1 [PA(3:0)=0h1
TL/F/8672-27

b) Data Representation in DP8510-Based Display

FIGURE 3. Frame Buffer vs. Display
Coordinate Bit-Order Representation

The source path consists of the Source Data Input Latch
(DIL-Source), the Barrel Input Latch (BIL), the Barrel Shifter
and the FIFO. The destination path consists of only the Des-
tination Data Input Latch (DIL-Destination). The destination
path terminates directly at one input port to the logic unit.
The logic unit’s other input port receives either the output of
the FIFO or the output of the Pixel port data Input Latch
(PIL), as determined by the state of the B/L pin, for BITBLTs
and line drawing, respectively.

The output of the logic unit is routed through multiplexers to
the output drivers for both DQ0-DQ15 and PDQn. In the
case of DQ0O-DQ15, the multiplexer permits the FIFO out-
put, rather than the logic unit output, to be routed to the
output drivers. The PDQn port, being a single bit port, is
driven by one of the sixteen output bits of the logic unit, as
selected by the multiplexer, according to the state of the
pixel address lines, PAO-PA3.
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Block Diagram Description (Continued)

DQO-DQ15 PDQn
é Y P . 1
p— -
CONTROL DIL=MASTER 97—
CRE ——p| DLE == PIL
. POLE =—p)
4 14 {4 s
I S ]
Fs Sntm Rm “1—=>l o, cource ! DIL-DESTINATION
BSE —} BSE
r |
DLE! BIL
1 A 4
BIS MUX
BARREL 4
swrer  [€7 S
¥ ¥
BSE — MUX
PAO/LME PAO-LME, b\ cur ) \ 4
PA1/RME PA1=RME ns-rno‘ FIFO RESET
PA2/FWR PA2-FWR, —
PA3/FRD PA3=FRD, ———i—* $
DLE DLE; _
B/L MUX
g2 ot 1 l
PAO=LME; = je<tm
PA1=RME; = BITBLT 2 Rm
. LoGIC f
PA2=FWR; = UNIT [4>=Fs
PA3=FRD, —
i
j 16
A 4 Y
00S MUX PAO-3 MUX
DOE POE
DQO=-DQ15 PDQN

FIGURE 4. DP8510 BPU Detailed Block Diagram
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Functional Block Description

BPU CONTROL REGISTER

The BPU Control Register consists of 4 fields, each field
being four bits wide. The BITBLT Function Select field, FS,
selects one of the 16 BITBLT operations. The barrel Shift
Number field, SN, controls the number of bit positions shift-
ed by the barrel shifter. The Left Mask field, LM, sets the
BITBLT left mask pattern. The Right Mask field, RM, sets
the BITBLT right mask pattern.

The SN will be explained in the barrel shifter section. The
LM and the RM will be detailed in the BITBLT logic block
section.

D15 DO

15 14113l12] 11110l 9l8]7l6lsl4[al21] 0
FS SN LM RM

FIGURE 5. Control Register Fields

The content of this register must be loaded prior to the first
BITBLT operation by asserting CRE (Control Register En-
able). Only the Function Select, FS, is valid when the BPU is
in the line-drawing mode. The SN, RM and LM have no
effect in the line-drawing mode.

FUNCTION SELECT

The 16 classical BITBLT functions supported by the BPU
are described in Table .

SHIFT NUMBER

There are 16 different barrel shift positions controlled by the
SN of the Control Register.
LetA=a15...a0,B=b15...b0and C=c15...c0,Aand B
are the input words, C is the output. An i-bit barrel-shift oper-
ation on A and B denoted by C=S(j;A,B) is the operation of
concatenating the most significant (i) bits of word B to the
least significant (16-i) bits of word A.

When A = B, the C=S(j;A, B) is equivalent to having i-bit
circular left shift. The i-bit circular right shift is equivalent to
the (16-i) bit circular left shift.

The truth table of the barrel-shift operation S(i;A, B) is
shown in Table Il. (i = shift number)

LEFT AND RIGHT MASKS

The Truth Table for the left and right mask is shown in Table
lll. Zeroes in the mask patterns indicate bits in the destina-
tion data which will be preserved during the BITBLT opera-
tion.

Both the LM and the RM can be invoked simultaneously.
This may be necessary where the BITBLT width is less than
16 pixels.

TABLE I. BITBLT Function Definitions

# 13 f2 f1 fo
0 0 0 0 0 0
1 0 0 0 1 -s AND -d
2 0 0 1 0 -sANDd
3 0 0 1 1 -s
4 0 1 0 0 s AND -d
5 0 1 0 1 -d
6 0 1 1 0 sXORd
7 0 1 1 1 -sOR -d
8 1 0 0 0 sANDd
9 1 0 0 1 s XNOR d
10 1 0 1 0 d
11 1 0 1 1 -sORd
12 1 1 0 0 s
13 1 1 0 1 sOR-d
14 1 1 1 0 sORd
15 1 1 1 1 1
Note:  d: destination
s: source

£3-0: function select code, which selects one of the
16 BITBLT functions.

TABLE II. Truth Table for Barrel-Shift Operation S(i;A, B)

i cit§ c¢c14 ¢13 c12 c11 c10 c9 c8 c7 c6 c5 c4 c3 c2 c1 c0

0 al5 al4 al3 al2 a1l ato a9 a8 a7 aé a5 a4 a3 a2 al a0

1 al4 al3 at2 ail1 a1l a9 a8 a7 aé a5 a4 a3 a2 al a0 b15
2 al3 at2 a1l al0 a9 a8 a7 aé ab a4 a3 a2 al a0 b15 bi14
3 al2 at1 a1l a9 a8 a7 a6 a5 a4 a3 a2 al a0 bi5 b14 bi3
4 | at1 al0 a9 a8 a7 aé a5 a4 a3 a2 al al bi5 bi14 b13 bi2
5 | al0 a9 a8 a7 a6 a5 a4 a3 a2 al a0 bi5 bi4 bi3 bi12 b1
6 a9 a8 a7 a6 a5 a4 a3 a2 at a0 bi5 bi4 b13 bi2 b1l bi10
7 a8 a7 a6 a5 a4 a3 a2 ail a0 bi5 bi14 bi3 bi2 b1t bi0 b9

8 a7 a6 a5 a4 a3 a2 at a0 bi5 bi4 b13 bi12 b11 bi0 b9 b8

9 a6 a5 a4 a3 a2 at a0 bi5 bi14 bi3 bi2 b1t bi10 b9 b8 b7
10 | a5 a4 a3 a2 al a0 bi5 bi4 bi3 bi2 b1t b10 b9 b8 b7 b6
11 a4 a3 a2 al a0 bi5 bi4 b13 b12 b1t b10 b9 b8 b7 b6 bs
12 | a3 a2 al a0 bi5 b14 b13 bi2 bi1 b10 b9 b8 b7 b6 b5 b4
13 | a2 at a0 bi5 b14 b13 bi12 b1l bi0 b9 b8 b7 b6 b5 b4 b3
14 | at a0 bi5 bi4 b13 b12 b1t b10 b9 b8 b7 b6 b5 b4 b3 b2
151 a0 bi5 bi4 b13 b12 bi1 bi0 b9 b8 b7 b6 b5 b4 b3 b2 b1
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Functional Block Description (continued)

TABLE Ill. Truth Table for Left and Right Mask BARREL-SHIFTER

D15 DO The function of the barrel shifter is to align the BITBLT
IM= 0, L—mask=1111 1111 1111 1111 source data to the destination data. Bit alignment may cross
IM= 1, L—mask=0111 1111 1111 1111 word boundaries.
M= 2, L—mask=0011 1111 1111 1111 The barrel shifter in the BPU is implemented as a 32- to 16-
LM= 3, L—mask=0001 1111 1111 1111 bit multiplexer. Depending upon the type of the BITBLT and
IM= 4, L—mask=0000 1111 1111 1111 the BITBLT length, the necessary source data word(s) are
LM= 5 L—mask=0000 0111 1111 1111 fetched into the BPU forming a 32-bit input to the barrel
LM= 6, L—mask=0000 0011 1111 1111 shifter. Barrel Input Latch (BIL) stores the first source data
LM= 7, L—mask=0000 0001 1111 1111 word fetched and the Source Data Input Latch (DIL-source)
LM= 8, L—mask=0000 0000 1111 1111 stores the subsequent source data word.
IM= 9, L—mask=0000 0000 0111 1111 A multiplexer precedes the barrel shifter to swap the input
LM =10, L—mask=0000 0000 0011 1111 words if necessary. That is, Barrel Input Select (BIS) causes
LM =11, L—mask=0000 0000 0001 1111 BIL (and DIL-Source) to be routed to the left or right (and
LM =12, L—mask=0000 0000 0000 1111 right or left) half of the barrel shifter. Note that this is a word-
LM =13, L—mask=0000 0000 0000 0111 level swap; it does not affect the ordering of the bits within
LM =14, L—mask=0000 0000 0000 0011 the words. This swap mec.:hanism.facilitates the fetching of
LM =15, L—mask=0000 0000 0000 0001 BITBLT data from left-to-right or right-to-left.

When the BITBLT direction is set from the left to the right

RM = 0, R—mask=1000 0000 0000 0000 (the source data words are fetched starting from the left-
RM= 1, R—mask=1100 0000 0000 0000 hand side of the BITBLT rectangle), the BIS pin should be
RM= 2, R—mask=1110 0000 0000 0000 set low. If the BITBLT direction is set from the right to the
RM= 3, R—mask=1111 0000 0000 0000 left, BIS must be set high to exchange the source data se-
RM= 4, R—mask=1111 1000 0000 0000 quence.
RM= 5, R—mask=1111 1100 0000 0000 Figure 6 depicts the data path in the BPU’s barrel-shifter
RM= 6, R—mask=1111 1110 0000 0000 block.
RM =7, R—mask=1111 1111 0000 0000 The Barrel Input Latch (BIL) is the BITBLT source data pipe-
RM = 8, R—mask=1111 1111 1000 0000 line register. It is loaded (from DIL-Source) one clock cycle
RM= 9, R—mask=1111 1111 1100 0000 after DIL-Source is loaded. Therefore, when the system
RM =10, R—mask=1111 1111 1110 0000 fetches a BITBILT source word from memory (BSE assert-
RM =11, R—mask=1111 1111 1111 0000 ed), this word will be first loaded into DIL-Source on the
RM =12, R—mask=1111 1111 1111 1000 rising edge of a PH1; it will then be transferred to BIL on the
RM =13, R—mask=1111 1111 1111 1100 rising edge of the following PH1. As a result, if the two
RM =14, R—mask=1111 1111 1111 1110 words have been fetched in temporal sequence, the first
RM =15, R—mask=1111 1111 1111 1111 word fetched will be in BIL; the second word will be in DIL-
1 = Enable Logic OP Source. It should be noted that this condition (different
0 = Disable Logic OP words in BIL and DIL-Source) will be true for only one clock

period, since the next rising edge of PH1 will again cause
BIL to be loaded from DIL-Source. Therefore, the shifted
result (the output of the barrel shifter) must be written to the
FIFO on the rising edge of PH1 immediately following the
PH1 used to load DIL-Source.

DQ0-DQ15, FROM DIL=MASTER

- DQ15
o= DIL=SOURCE
rd

DILS15 DILSO

BARREL INPUT LATCH
BL1S . BLO DILS15 < DILSO
BIS

>._.__._.I MUX I

ald a0 bi15 « b0
)sn———-l 32=TO 16 = BIT BARREL SHIFTER |

C15=C0
T0 FIFO BLOCK TLIF/8672-7

FIGURE 6. BPU Barrel-Shifter Block
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Functional Block Description (continued) :
Source Data Multiplexing, an Example: (FWR) and the FIFO Read (FRD). The use of faster, local-

0158dd

Figure 7 shows an example of the BPU Barrel Shifter opera- ized memory access modes (e.g., page, static column) is
tion. Let Word A = aF..a0, Word B = bF..b0, SN = S3..S0 supported by the BPU via the FIFO, since the FIFO provides
and BSE = 1. In both cases below, Word B is fetched after storage for multiple, barrel-shifted source words.

Word A. Figure 8 depicts the BPU FIFO structure.

FIFO

The FIFO, 16 bits by 16 words, constitutes the BPU'’s on-
chip storage and is implemented with dual-port RAM. The
FIFO has separate READ/WRITE controls, the FIFO Write

Casel. If BIS = 0,

Word A B
FEDCBA9876543210FEDCBA9876543210

SN

0 aFaEaDaCaBaAa9a8a7asaSa4a3a2alal

1 aEaDaCaBaAa9aB8a7aBaSa4a3alala0bF

2 aDaCaBaAa9a8a7a8aba4a3a2alaObFbE

3 aCaBaAa9a8a7aBaba4a3a2alaObFbEbD

4 aBaAa9a8a7a6aba4a3a2ala0bFbEbDbC

5 aAa9a8a7a6aba4a3a2ala0bFbEbDbChB

-] af%aB8a7abaSa4a3a2alaObFbEbDbCbBbA

7 aBa7a6a5a4a3a2ala0bFbEbDbCbBbALY

8 a7a6aba4a3a2alaObFbEbDbCbBbADILS

9 agab5a4a3a2ala0bFbEbDbCbBbAbIHBDL7

A aba4a3a2ala0bFbEbDbCbBbALIb8L7bE

B a4a3a2ala0bFbEbDbCbBbAbIL8L7bELS

c a3a2ala0bFbEbDbCbBbAb9b8b7bEb5b4

D a2ala0bFbEbDbCbBbADIb8L7bEb5H4b3

E alaObFbEbDbCbBbAbID8b7bE6b5b4b3b2

F a0bFbEbDbCbBbAbIb8b7b6b5b4b3Ib2b1

Case ll. If BIS = 1 (The BIS controls the multiplexing before the barrel shifter),

Word B A
FEDCBA9876543210FEDCBAY9876543210

0  bFbEbDbCbBbAbIb8bL7bED5b4b3b2b1bO

1 bEbDbCbBbADIb8L7bEbEL4b3b2b1b0aF

2 bDbCbBbADbIb8b7bEbE5b4b3b2blb0aFaE

3 bCbBbAbID8b7b6b5b4b3b2b1lb0aFaEaD

4 bBbAbIb8BbL7b6LS5b4b3b2blbOaFaEaDaC

5 bAb9b8b7b6b5b4b3b2blb0aFaEaDaCaB

6 b9b8b7b6b5b4b3b2b1lb0aFaEaDaCaBalA

7 b8b7b6b5b4b3b2blb0aFaEaDaCaBaAa9

8 b7b6b5b4b3b2blb0aFaEaDaCaBaAa9a8

9 b6b5b4b3b2blb0aFaEaDaCaBaAa9a8a7

A b5b4b3b2blb0aFaEaDaCaBaAa9a8a7a6

B b4b3b2blb0aFaEaDaCaBaAa9a8a7a6ab

c b3b2blbOaFaEaDaCaBaAa9a8a7a6ab5a4

D b2blbOaFaEaDaCaBaAa9a8a7a6a5a4al
E blbOaFaEaDaCaBaAa9aB8a7a6aba4a3a2
F

bOaFaEaDaCaBaAa9a8a7a6aba4a3a2al
FIGURE 7
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Functional Block Description (continued)

FROM FROM
BARREL SHIFTER BLOCK BITBLT LOGIC UNIT

c1s 0 BLIS BLO
BSE
) MUX
F15 < F0
FWR
D UALINENEN
FRD FIFo ¢ ST
D CLAIEN 16 BIT BY 16 WORDS
FROM BITBLT LOGIC UNIT
FO15 FOO BLIS BLO
D0S
>—;‘ MUX
1no|s-ooo

TO DATA OUTPUT BUFFERS
TL/F/8672-8
FIGURE 8. BPU FIFO Block

BITBLT LOGIC CONTROL UNIT

This block performs the selected BITBLT logical operation
and the BITBLT destination data masking.

The 16 BITBLT functions can be expressed as:

£3* ( s* 4a) +
f2* ( s*~-d) +
f1* (-s* 4) +

£0 * (-s * -d)

where f0-f3 are the bits of the Function Select field, FS.

LINE DRAWING MODE (B/L=1)
Line drawing mode differs from BITBLT mode in the follow-
ing respects:
1) the FIFO is not used in line drawing mode.
2) the Shift Number parameter is ignored in the line draw-
ing mode
3) the Left Mask and Right Mask parameters are ignored
in the line drawing mode. Instead, masks are generated
in matched pairs, as needed, according to the current
state of the Pixel Address lines PAO-PAS3.
For example, if the pixel address (the binary value on
PA0-3) is 12 decimal (PA3 = PA2 = 1, PA1 = PAO =
0), then the following masks will be generated:
MS bit LS bit

l {
LM = 0000 0000 0000 1111

and RM = 1111 1111 1111 1000

Since these masks are used simultaneously when the
destination word is generated (during line drawing
mode), and since zeroes in the mask indicate destina-
tion bits that are unaffected (are preserved) by the
BITBLT operation, the AND of the two masks indicates
the bit that will be affected by the BITBLT. In this exam-
ple, bit 3 of the memory word is selected.

It is important to note this mapping convention of the
BPU: the logical pixel (indicated by PA0-3) associated
with the current line drawing BITBLT operation corre-
sponds to a physical bit (indicated by the ones-comple-
ment of PAO-3) in the current memory word. That is,
logical pixel 0 corresponds to DQ15 in any word.
Logical pixel 1 corresponds to DQ14 in any word, etc.

4) Conceptually, during line drawing, there is no “source”,
in the conventional BITBLT sense of replicating an item
from one set of storage locations to another set of stor-
age locations. Rather, the line is “created” bit-by-bit by
an address-generating algorithm. However, a mecha-
nism is provided in the BPU to establish a single bit
which can be logically combined (in the BITBLT Logic
Unit) with each bit of the destination. This mechanism is
embodied in the pixel data port and its associated input
latch (PIL).

5) the PIL bit is replicated into all 16 bits of the logic unit’s
source input port in line drawing mode.

6) a single bit of the logic unit’s output port is selected to
drive the PDQn output buffer, according to PAO-PA3,
in line drawing mode. In BITBLT mode, this multiplexer
is at TRI-STATE®.

DESTINATION DATA BUS 16,
> 7

FIFO DATA OUTPUT ¢

FO1S I FOO DD15 DO

Fs
UM FIEN BITBLT LOGIC
LM 4
ey
LME
PC NN
" MASK CONTROL LOGIC
>—-—,‘—’
RME -
> >
BL1S-BLO
16, .
TO DATA OUTPUT MUX

TL/F/8672-9
FIGURE 9. BPU Logical Control Unit
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Applications of the DP8510 BPU

SYSTEM CONTROL SEQUENCE

Figure 10 illustrates a typical control and memory access
sequence that might be used to accomplish BITBLT with the
BPU. In this example, memory access time is sufficiently
fast to avoid wait states (the BPU is capable of accepting a
new operand at each clock). All control strobes are as-
sumed to be generated by the CPU/state machine which is
serving as the BPU's controller.

In this example, a single operation is performed per clock
cycle for the sake of clarity. Overlap of memory access with
internal BPU operations would reduce the number of clock
cycles.

Clock Action

1 address for source operand 1 is generated, first
RAM access is started, data becomes valid at end
of cycle

2 source operand 1 is latched in data input latch,
address for source operand 2 is generated, second
RAM access is started, data becomes valid at end
of cycle )

3 source operand 2 is latched in data input latch
(forming the 32-bit input to the barrel shifter), data
propagates through the barrel shift logic and
becomes valid at the input to the FIFO

4 the barrel-shifted source word is written to the FIFO,
the BPU’s source path is disabled, the BPU’s
destination path is enabled

5 the address for the destination word is generated,
the destination RAM access is started, data
becomes valid at end of cycle

6 destination data is latched into data input latch,
source word is read from internal FIFO, BITBLT
logic unit produces resultant word

7  output buffers are enabled destination write to RAM
oceurs.

FIFO STRUCTURE, OPERATION AND RESTRICTIONS

The DP8510 BPU’s FIFO is implemented as a file of sixteen
16-bit registers. The file has separate ports for read and
write operations. Register selection is accomplished via a
pair of shift-register ring counters. One of these is used dur-
ing FIFO write cycles and is incremented by FIFO Write
(FWRY); the other is used during FIFO read cycles and is
incremented by FIFO Read (FRD). At RESET, both ring
counters are set to enable FIFO register 0. Both ring coun-
ters will wrap around; that is, they will select the FIFO regis-
ters in the sequence:
0,1,2, ...,13,14,15,0,1,

During a FIFO write cycle, the FIFO register currently select-
ed by the WRITE ring counter will be written with the appro-
priate internally-sourced data (barrel shifter output or logic
unit output, according to the state of BSE); the WRITE ring
counter will then be incremented to select the next FIFO
register.

The FIFO read operation is implemented in a read-ahead
manner as follows: the contents of the FIFO register select-
ed by the FIFO READ ring counter is copied to a master

latch (of a master-slave pair) during each PH2 regardless of
the state of FRD; however, the contents of this latch are not
passed on to the slave (output) latch until the next PH1
when FRD is active. This FRD also causes the FIFO READ
ring counter to be incremented to the next FIFO register,
initiating the read-ahead of that register in anticipation of the
next FIFO read cycle.

In general, a given clock cycle can accomplish a simulta-
neous FIFO read and FIFO write. However, two restrictions
apply to FIFO operations. First, a simultaneous FIFO read
and FIFO write should apply to different FIFO registers; that
is; the SAME register should NOT be read and written in the
same cycle. Failure to meet this requirement is not destruc-
tive, but the result may be contrary to what the user in-
dends: the output value will be the “old” contents of the
currently-selected FIFO register, not the “new” value being
written to that register. This behavior is a result of the read-
ahead operation in conjunction with the two-phase master-
slave output latch.

The second restriction is a speed-dependent one; it does
not apply at clock frequencies of 10 MHz and below. At
higher clock speeds, a two clock-cycle minimum is imposed
between the FIFO write to a given location and the corre-
sponding FIFO read of that location. Failure to meet this
restriction may result in incorrect data being read from the
FIFO. Consider the case of the FIFO at RESET: if the first
FIFO write is performed during clock cycle (m), the first
FIFO read (which is the read of that location) may not take
place until clock cycle (m+ 2). An equivalent “FIFO-initially-
empty” case occurs whenever the (n)th FIFO location is
written and the (n—1)th FIFO location is read during the
same clock cycle. This restriction does not impair the ability
of the BPU to perform consecutive FIFO reads and/or FIFO
writes at one-clock intervals.

BPU USED WITH A CPU OR STATE MACHINE

The BPU places no restrictions on the practical number of
planes in a system; rather, systems can be expanded from
one to any number of planes without compromising BITBLT
performance. Data movement within each plane is carried
out in parallel by a dedicated BPU for each plane; as a
result, a BITBLT can be performed for any number of planes
in the same period of time as in a single-plane monochrome
system.

Systems currently implementing BITBLT completely in soft-
ware can realize a major performance increase through the
use of the BPU. In this case, the BPU can be thought of as a
hardware accelerator for BITBLT. Two examples of the BPU
in this application are shown in Figures 11 and 72. In both
examples, the CPU is responsible for BITBLT preprocess-
ing, such as the determination of direction, initial BITBLT
addresses, etc. These examples illustrate the variety of
cost/complexity versus performance tradeoffs that may be
made. While Figures 11 and 12 illustrate a single plane ap-
plication, extension to multiple planes can be achieved by
implementing a BPU on each bitplane which will result in
virtually the same performance while delivering a greater
number of shades or colors.
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Applications of the DP8510 BPU (continued)

BITBLT
SOURCE [DESTINATION
READ 1 READ 2 , ’ READ 1 . MoDIFY WRITE 1
; —> ! b < {
0 1 2 3 4 5 6 7 8

"N N S S\

s T\ TN\ /TN

ADDRESS sa a2 mwwt dat

sau-1s XRREIRRRRN KRN

U AN

X2 XXX

DOE

BPU, DLE \ _/ x

BPU, FWR

BPU, FRD

U -\

BPU,BIS  \

s.s5c KXXXRY \
BPU, LME /
BPU, RME -/

BPU,DOS _\

NN N

" FIGURE 10. Typical BITBLT Timing

(Using Fast Static RAM)

TL/F/8672-10
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Applications of the DP8510 BPU (continued)

0L58dd

cPU BPU
CONTROL CONTROL
> BPU > BPU
SUPPORT
LOGIC
EMOR 1 ﬁ
MEMORY
CONTROL D M

DATA BUS 4
¢PU | I

{} l ADDRESS BUS >

MEMORY
CONTROLLER

V<&

FRAME BUFFER
ADDITIONAL MEMORY

TL/F/8672-12

FIGURE 11. BPU with CPU using String/Block Move instructions

Figure 11 presents a solution requiring minimal hardware
but whose performance may be limited by the CPU’s bus
cycle time. In this example, the CPU’s block move or string
move instruction is used to produce the source and destina-
tion addresses for the BITBLT. The BPU, in conjunction with
its support logic, intercepts the source data during the read
cycle. The support logic is also responsible for turning the
string/block instruction’s write cycles into read-modify-
writes to allow the BPU to receive the destination data, logi-
cally combine it with the source data, and return it to the
destination address. The result is a relatively simple hard-
ware/software implementation of a single scan line of the
BITBLT.

Performance can be further enhanced, at the cost of greater
hardware complexity, through an implementation as de-
scribed in Figure 12. As in the previous example, this solu-
tion performs a single scan line of the BITBLT; however, in
this case, the BITBLT proceeds without any involvement on
the CPU’s part. All intermediate addresses within the scan
line are generated by up-down counters; all bus cycles are
effected by the state machine’s hardware. Within this
scheme, further tradeoffs may be made. For example, the
designer has the option of using the BPU’s source pipeline
to take advantage of faster memory access modes, such as
page mode.

REQ, _ REQ
GRANT | ARBITER JGRANT, |

STATE MACHINE

CTRL
»{ BPU

SOURCE/DESTINATION
ADDRESS COUNTERS

DATA BUS

CPU

ADDRESS BUS

MEMORY

CONTROLLER

$ <

N

!

FRAME BUFFER

coescosennssane

ADDITIONAL MEMORY

TL/F/8672-13

FIGURE 12. BPU with CPU and state machine
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Absolute Maximum Ratings

If Military/Aerospace specified devices are required,
please contact the National Semiconductor Sales
Office/Distributors for availability and specifications.

Temperature under bias
0°C to +70°C (Comm.)
—55°C to +125°C (Mil.)

All input or output voltage with
respect to GND

Power Dissipation @ 20 MHz

ESD rating is to be determined.

Note: Absolute maximum ratings indicate limits beyond

which permanent damage may occur. Continuous operation

at these limits is not intended; operation should be limited to

—0.5Vto +7V
0.5W

Storage Temperature Range

—65°Cto +150°C

those conditions specified under DC Electrical Characteris-

tics.

DC Electrical Characteristics
Ta = 0°to 70° (Comm.), —55°C to +125°C (Mil.), Voc = 5V £10%, GND = OV

Symbol Characteristics Conditions Min Typ Max Unit
Vi 2.0 Vee + 0.5 Vv
ViL —-0.5 0.8 \
VeH MOS Clock High PH1, PH2 Pins Only, MOS Vcc — 0.5 Vce + 0.5 Vv
VoL MOS Clock Low PH1, PH2 Pins Only, MOS —0.5 0.3 \
Veur MOS Clock Ringing PH1, PH2 Pins Only, MOS —0.5 0.5 Vv
V1cH TTL Clock High TTL Clock/PH1 Pin Only 2.5 \
VoL TTL Clock Low TTL Clock/PH1 Pin Only 0.8 \
VoH loH = —3mA 2.4 \
VoL loL = 3mA 0.5 \]
N Leakage Current VIN = ViHorViL +10 pA
loz TRI-STATE® Leakage Vo = Vgc or GND +10 pA
lcct Quiescent Current PH1, PH2 at 20 MHz 12 mA
lcc2 Supply Current PH1, PH2 at 100 kHz 12 mA
lccs Supply Current PH1, PH2 at 20 MHz 25 mA
Cin Input Capacitance fin at 1 MHz 10 pF
Thermal Resistance—Ceramic PGA Package
LX)y Junction to Ambient 59 °C/W
DJc Junction to Case 35 °C/W
Note: All output test conditions are 50 pF pius one TTL load.
5.0V 5.0V GND
R2
TEST POINT
R3
TEST
o RY POINT

TL/F/8672-14
FIGURE 13. BPU Output Test Load Circuitry

TL/F/8672-15

FIGURE 14. BPU Output TRI-STATE Test Load Circuitry
Note 1: C1 = 50 pF

R1 =6k
R2 = 1.3k
R3 = 1.8 kQ

Note 2: Connect SW to +5V for tpLZ and tpZL measurements.
Note 3: Connect SW to GND for tpHZ and tpZH measurements.




DP8510 AC Electrical Characteristics*

Name | Figure Description Conditions Commercal Military"*
Min Max Min Max
fmos PH1, PH2 MOS Clock Frequency TCS =0 20 MHz 20 MHz
tc[mos]) PH1, PH2 MOS Clock Period TCS =0 50 50
fttl PH1 TTL Clock Frequency TCS =1 17 MHz 17 MHz
te[ttl] PH1 TTL Clock Period TCS = 1 58.8 58.8
tph1 16 PH1 High Time (TCS=0) RE 50% to Next FE 50% 19 19
tph1H 16 PH1 High Time (TCS=1) RE 1.5V to Next FE 1.5V 17 17
tphilL 16 PH1 Low Time (TCS=1) FE 1.5V to Next RE 1.5V 17 17
tph2 16 PH2 High Time (TCS=0) RE 50% to Next FE 50% 19 19
tck1 16 50% PH1 RE to 50% PH2 RE 25 25
tck2 16 50% PH2 RE to 50% PH1 RE 22 22
tnov1 16 Non-Overlap Time PH2-to-PH1 50% 3 3
tnov2 16 Non-Overlap Time PH1-to-PH2 50% 3 3
tcl 19 Data Switching Time From L/B or DOS 1.5V 43 43
tles2f 17 DLE, PDLE, CRE Setup Time (TCS=0) | Before PH2 FE 50% 5 5
tlesir 17 DLE, PDLE, CRE Setup Time (TCS=1) | Before PH1 RE 1.5V 5 5
tieh2f 17 DLE, PDLE, CRE Hold Time (TCS=0) After PH2 FE 50% 5 5
tlehir 17 DLE, PDLE, CRE Hold Time (TCS=1) After PH1 RE 1.5V 8 8
tleis 17 DLE, PDLE, CRE Invalid Before PH2 RE 50% 5 5
tds2f 17 DIL, CR Data Setup Time (TCS=0) Before PH2 FE 50% 5 5
tdh2f 17 DIL, CR Data Hold Time (TCS=0) After PH2 FE 50% 8 8
tdsir 17 DIL, CR Data Setup Time (TCS=1) Before PH1 RE 1.5V 5 5
tdhir 17 DIL, CR Data Hold Time (TCS=1) After PH1 RE 1.5V 10 10
tetls2f 17 RESET Setup Time (TCS=0) Before PH2 FE 50% 5 5
tetih2f 17 RESET Hold Time (TCS=0) After PH2 FE 50% 8 8
tetisir 17 RESET Setup Time (TCS=1) Before PH1 RE 1.5V 5 5
tctihir 17 RESET Hold Time (TCS=1) After PH1 RE 1.5V 10 10
tbseh2f 20 BSE Hold Time (TCS=0) After PH2 FE 50% 5 5
tbses1r 20 BSE Setup Time (TCS=1) Before PH1 RE 1.5V 10 10
tbsehir 20 BSE Hold Time (TCS=1) After PH1 RE 1.5V 5 5
tbish2f 20 BIS Hold Time (TCS=0) After PH2 FE 50% 5 5
thissir 20 BIS Setup Time (TCS=1) Before PH1 RE 1.5V 15 15
tbish1r 20 BIS Hold Time (TCS=1) After PH1 RE 1.5V 5 5
tpdnir 21 Valid Pixel Data After PH1 RE 50% 37 43
tdpZH 18 Data TRI-STATE to Active High After DOE, POE FE 1.5V 25 30
tdpZL 18 Data TRI-STATE to Active Low After DOE, POE FE 1.5V 25 30
tdpHZ 18 Data Active High to TRI-STATE After DOE, POE RE 1.5V 25 30
tdpLZ 18 Data Active Low to TRI-STATE After DOE, POE RE 1.5V 25 30
tdgir 22 Valid Output Data (DOS=0) After PH1 RE 50% 40 45
tdqtr 22 Valid Output Data (DOS=1) After PH1 RE 50% 30 35
tviwr 23 Valid FIFO Write (FWR)T From DLE 1tc 1tc 1tc 1tc
tvfrd 23 Valid FIFO Read (FRD)Tt From Valid FWR 2tc 2tc
*Conditions

Comm.: Tp = 0°to +70°C, Vg = 5V % 10%, GND = 0OV

Mil.: To = —55°to +125°C, Voo = 5V + 10%, GND = OV

All values are expressed in nanoseconds unless otherwise specified.

**Military Specifications are preliminary. Please contact your National Semiconductor Sales Office or Distributor for availability and specifications.
1To insure that valid source data is written to the FIFO, FWR must occur one PH1 cycle time after DLE.

+1To ensure that valid data is read from the FIFO, there must be at least two PH1 periods between FIFO write and FIFO read cycles when the FIFO read and write

counters are equal. Please consult additional criteria in applications section of this datasheet.
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Timing Diagrams

DEFINITIONS

All the timing specifications given in this section refer to 50% of the leading or trailing edges of the appropriate clock phase and
0.5V or 3.0V on the appropriate signal as illustrated in the following figures, unless specifically stated otherwise.

----- Vee=0.5V
PH1 { 50% 50% Y
PR . 0.5V
tsicLir i tsicL1s
tsiohtr tsich1t |
-------- 3.0V
si6 { 1.5v 1.5V
] 0.5V
tsiGhat tsichar
tsioLat ! tsioLar Ven0.5V
PH2 N 50% s0% A «
----- 0.5V
TL/F/8672-16
Note: Data is measured at 1.5V to 50% points of PH1 and PH2.
FIGURE 15. Timing Specification Standard
S\ tohiLe -
PH1 A 50% 1.5V N 50% [1.5V%] ‘ ;P 1.5V
e— toh1He — tua
Yokt
PH2 50% tont y,
tmw1 'nwz
TL/F/8672-17

*TTL Clock Specification

PH2

DLE, CRE, PDLE

DQ0=DQ15

" PDOn
PAO/LME, PA1 /RME
PA2/FWR, PA3/FRD

RESET

FIGURE 16. Two-Phase MOS/Single-Phase TTL Clock Timing Specification

Yestr
-------- V0.5V
PH1 507 \C A 1.5 50% o
L‘-(Iohir* V0.5V
/ 50% ¥ s0% A o
—— T Nte——r——————————————— |~ - = 0.5V
Yesat Yeh2s Yels
/ R 3.0V
__7 1.5V i tgetr - 1.5V X 05V
tasat tanot |
[ t':Ihh' 30V
1.5VX VALID DATA o.sv
| totstr totintr
totsa tetinas
3.0V
50% 50% A 0V

FIGURE 17. Input Data Timing Specification

TL/F/8672-18

1-80




Timing Diagr 'AMS (Continued)

0158da

DOE, POE sy #
0.5v
____________ | S
DR0=DQ1S, . - 22z ZZZZZzZ Iz OH
b j 1.5V K }
e tgpzH =—tdpHz—>]
DOO-D;)I;:’; 15 -,L_--_--_--_-_-_-_—_:i:::-:;
----- J ---Vou
“"deZL ?"“‘dpll_’] 0.5V

TL/F/8672-19
FIGURE 18. Output Enable Timing Specification

_ 3.0V
B/L,00S 1.5V VALID INPUT 05V
'cl ‘cl
DQO-DQ15 Vo
1.5V VALID DATA
PDQn YoL

TL/F/8672-20
FIGURE 19. Mode Control Timing Specification

-------- Vee0.5V
PH250% N\ sox A 50% o°5°v
tosehtr» thish1r
Voe=0.5V
PH1 s0% A 50% N\ 50% °°:v
——7t X
bsestr toish2f » thseh2
3.0v
BSE, BIS 1.5V VALID -
thisstr [«—

TL/F/8672-21
FIGURE 20. Control Signal Timing Specification
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Timing Diagrams (continued)

PH1

— —— Vee =05V
—\.__%M\————/__—\— 0.5v

Vec = 0.5V

PH2 _/_\_ / e/ )

r— tp:»dnh'
Vou
PDn ‘ 1.5V VALID PIXEL DATA v
oL
_ — 3.0v
DLE /. - 0.5V
DO~ D15 x DESTINATION x 3o
0.5V
90; LME 3.0V
B1/ RME VALID PIXEL ‘ -
B2/ FWR ADDRESS . 0.5V
B3/ FRD :
_ 3.0V
/e 0.5v
TL/F/8672-23

FIGURE 21. Pixel Read Timing Specification

— Ve 05V
P'"'\_Sﬂ;r\ /NS N\ /N

\ ‘ —————— Vg~ 0.5V
PH2 _/-\ /-\ /_\ /-\ /\ /-\ oi:v

— e — e

D0 - D15 1.5V vap oata X 1.5V VALID DATA :""
o
DLE, 3.0v
83/ FRD X=X X X 05V
BRE, 30
BSE 05V
s0v
0o /£ 0.5v

TL/F/8672-24
FIGURE 22. FIFO/DIL-Dest Data Read Timing Specification
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Timing Diagrams (Continued)
m - N\__/\ /_j‘_\ £ \__/
m [\ /N\_/ /S
15:0) r - o
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tvtrd
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TL/F/8672-28
FIGURE 23. DLE & FWR Timing Relationships
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National
Semiconductor

DP8511 BITBLT Processing Unit (BPU)

General Description

The DP8511 BITBLT Processing Unit (BPU), a member of
National Semiconductor's Advanced Graphics Chip. Set
(AGCS), is a high performance microCMOS device intended
for use in raster graphics applications. Specifically designed
to complement the DP8500 Raster Graphics Processor
(RGP), the BPU performs data operations that are elemen-
tary to BITBLT (BIT boundary Block Transfer) graphics:
Shift, mask, and bitwise logical manipulation of memory. Un-
der the control of the RGP, the BPU performs the necessary
BITBLT data path operations at pipelined hardware speeds.
A simple set of control lines interfaces the BPU to the RGP
and to the system memory.

The BPU has two modes of operation: BITBLT and Line
Drawing. BITBLT performs shift and logical operations on
blocks of 16-bit data words. Line drawing performs similar
operations on single-bit pixel data by utilizing a single bit
pixel port (PDn). This port allows data read and read-modify-
write operations on single pixels across a number of bit-
planes, giving access to pixel depth. The BPU provides both
pixel level processing commonly used in image processing
applications and extremely fast planar operations used
most frequently in color graphics.

The BPU's operation is controlled by the values loaded to
the Control Register (CR) and the Function Select Register
(FSR). This dual register configuration of the DP8511 allows
for high throughput in multi-plane systems that incorporate a
BPU per plane. This performance advantage is achieved by
allowing the flexibility of changing the FSR'’s contents inde-

pendent of the CR, so that multiple bitplanes can be updat-
ed simultaneously while each BPU performs different logical
operations on its own destination data.

Features

m Interfaces directly to the DP8500 Raster Graphics
Processor or any general purpose controller

m 20 MHz operation

m Supports all 16 classical BITBLT functions

| Pipelined data input for high system throughput

m Provides performance independent of the number of
bitplanes

B Line Drawing support

m Compatible with static, dynamic RAMs, and Video
RAMs

m Compatible with page mode, nibble mode and static
column RAMs

| 32-bit to 16-bit barrel shifter

B 16-bit data port, single bit pixel port

m 16-word FIFO

B 16-bit logic operations

m Single +5V supply

| All inputs and outputs TTL compatible

B 2 micron microCMOS technology

| Packaged in a 44-pin PCC (commercial) or 44-pin PGA
(MIL)

Connection Diagrams

44-Pin Plastic Chip Carrier (PCC)

[ FEEREEETTY
/76 5 4 3 2 1 44 43 42 41 40
o617 39|09
05—8 38f~n10
Lvec =19 37 = BGND2
p4={10 36 f=LGND
BGND3 =411 35011
03 =112 34— svect
BvCCO =113 33012
p2={14 32|~ BGND1
BGNDO ~115 3113
p1={16 30f-014
po {17 29[=015
18 19 20 21 22 23 24 25 26 27 28
LU UL
EBSEsEERiER S
g=s%
TL/F/9337-1
N.C. = No Connection
Top View
Order Number DP8511V

See NS Package Number V44A
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Connection Diagrams (continued)
44-Pin Grid Array (PGA) Package

Description Pin Description Pin

DLE A4 B2/FWR H5

CRE AS B3/FRD H4

BSE B5 DOE G4 | H
BsE B | DOE_ o eOB®OB®®®

% | POLE a2 ®OOOOB®B® |
D7 A7 N.C. H2

D6 B7 D15 G2 ® ® ®® |
D5 c7 D14 F2

Lvce B8 D13 G1 @ @ @ @ E
D4 cs BGND1 F1 Bottom View

BGND3 D7 D12 E2 ® ® ®® |
D3 D8 BVCC1 E1

BVCCO E8 D11 D1 ® ® ®® |
D2 E7 LGND D2

BGNDO F8 BGND2 c1 ®OOOee 6 ® |
D1 F7 D10 c2 '

Do s | Do 81 o000 /-
PDQn G7 D8 B2 8 7 6 5 4 3 2 1

POE G6 N.C. B3 TL/F/9337~20
L/B H7 TCS A2 Order Number DP8511U

BO/LME Hé PH1 A3 See NS Package Number U44A

B1/RME G5 PH2 B4

Pin Descriptions

INPUTS B2/FWR: Bit Select 2/FIFO Write Control. In the line draw-

DOE:  Data Output Buffer Enable. When asserted low, ing mode, this pin serves as the second most
this pin enables the output buffers on D0-D15. significant pixel address bit. When in the BITBLT
;rhi§ input is generally driven by memory control \r/nvcr)i‘tjee'cg‘rl:r cz‘?n;futus'l?:isaisn;[]x? r:ﬁts"t’eb eh'g:n;:':g
ogic. .

BAE. " " nized with respect to the falling edge of PH2.

POE (P)‘:zlutogﬂzfuetr aﬁfefir ast?\? : I(?évS.nTa'::zspi;Zealztves' This pin is normally driven by the RGP.
for reading pixel data from the frame buffer in a B3/FRD: Bit Select 3/ FIFQ Read Control. In the Ii‘nelqraw-
e s Wven b e TR o
provided by the memory control logic. 1Xel - nint >

Lol LoDl deduc it
ables the or line drawing mode. A low en- . A R
ables the BITBLT mode. This input is normally tehneJ;"tlrr\lg ;‘ég: of PH2. This pin is normally driv-
driven by the RGP. ) .

BO/LME: Bit Select 0/Left Mask Enable. In the line draw- BSE:  DlTorT cource Enable. This pin enables fhe
ing mode, this pin serves as the least significant . © Inp P _—
pixel address bit. When in the BITBLT mode, this latching g‘ggtw" of “"9 dB'TdB‘,-T Source Pibeine

L . . . ! register. is sampled and latched on the fall-
pin is usgd as the active high Left Mask Epable ingledge of PH2 clocle. The level on BSE must be
input. This mpuf( must be synchronl.zed_ w."h re- asserted one clock cycle prior to loading data to
spect to the falling edge of PH2. This pin is nor- the Data Input Latch (DIL), and must remain con-
mally driven by the RGP. . N i

) . ) stant during the subsequent data load cycle to

B1/RME: Bit Select 1/Right Mask Enable. In the line draw- ensure data integrity. This input is driven by the
ing mode, this pin serves as the second least RGP.
significant pixel address bit. When in the BITBLT TCS:  TTL Clock Select. This pin is tied to either Vg o

mode, this pin is used as the active high Right
Mask Enable input. This input must be synchro-
nized with respect to the falling edge of PH2.
This pin is normally driven by the RGP.

GND. A high level on this pin selects the TTL
level clock input mode which uses a convention-
al TTL level clock of up to 17 MHz, simplifying
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Pin Descriptions (continued)

TCS: the system design. When using TTL clock

(Continued) mode all references to the falling edge of PH2
must be changed to the rising edge of PH1. A
low level selects a 2 phase MOS clock mode
which uses PH1 and PH2 as clock inputs.

Phase 1 clock input/TTL clock input. When
TCS is low, this input serves as the Phase 1
MOS clock input with a maximum clock rate of
20 MHz. When TCS is high, this input is the TTL
clock input with a maximum rate of 17 MHz.

Phase 2 clock input. This pin is the Phase 2
MOS clock input with a maximum rate of 20
MHz. When using a TTL clock, this input must
be tied to ground.

BPU Control Register Enable. The data on DO-
D15 is latched into the Control Register on the
rising edge of CRE. This input is driven by mem-
ory decode logic.

Data Latch Enable. A low on this pin enables
the BPU’s Data Input Latch (DIL). The data on
D0-D15 is latched into the DIL on the falling
edge of the PH2 clock. DLE must be synchro-
nized with respect to the valid data and must be
removed before the rising edge of the subse-
quent PH2 clock. This input is generally driven
by memory control logic.

BPU Function Select Register Enable. The data
on DO-D15 is latched into the Function Select
Register on the rising edge of FSE. This input
generally is driven by memory decode logic.

Pixel port Data Latch Enable. A low level on this
pin enables the BPU’s pixel port data input
latch. The data on the PDn pin is latched into
the one-bit Pixel Input Latch on the falling edge
of the PH2 clock. PDLE must be synchronized
with respect to the valid pixel data and must be
removed before the rising edge of the subse-
quent PH2 clock.

Data Output Select: DOS selects the data out-
put from either the FIFO (DOS = 1) or the
BITBLT logic unit (DOS = 0). This input should
be grounded when the BPU is controlled by an
RGP. i

FIFO control Reset. A low on this pin resets the
BPU’s FIFO read/write control circuitry. Data
previously stored in the FIFO or on-chip latches
is unchanged. This input must be synchronized
with respect to the falling edge of PH2.
PA2/FWR and PA3/FRD inputs must be low 1
clock cycle prior to and 2 clock cycles after as-
serting RESET. This pin is controlled by either
the RGP’s RSTO line or a TTL level reset sig-
nal.

INPUTS/OUTPUTS

D0-D15: 16-bit Bidirectional Data Port. This port serves
as the input to the Data Input Latch, Control
Register, and to the Function Select Register.
When DOE is active (low), this port serves as a
16-bit output buffer.

PH1:

PH2:

O
X
m

PDLE:

RESET:

PDn: Pixel Data Port, a single bit bidirectional port.
This 1/0 port is used in the line drawing mode (L/
B = 1). It serves as the input to the Pixel Input
Latch, providing a source bit for line drawing.
When POE is active (low), this port serves as an
output for the pixel previously latched in the Pixel
Output Latch (POL).

SUPPLIES

LVCC:  Positive supply for on-chip logic. 5 Vpc £10%.

LGND:  Ground for on-chip logic.

BVCCO-

BVCC1: Positive supply for output buffers, two pins total.
5 Vpc £10%.

BGNDO-

BGND3: Ground for output buffers, four pins total.

BITBLT Fundamentals

BITBLT, BiT-aligned Block Transfer, is a general operator
that provides a mechanism to move an arbitrary size rectan-
gle of an image from one part of the frame buffer to another.
During the data transfer process a bitwise logical operation
can be performed between the source and the destination
data. BITBLT is also called RasterOp: operations on rasters.
It defines two rectangular areas, source and destination,
and performs a logical operation (e.g., AND, OR XOR) be-
tween these two areas and stores the result back to the
destination. It can be expressed in simple notation as:

Destination <— Source op Destination.
op: AND, OR, XOR, etc.

FRAME BUFFER ARCHITECTURE

Generally, there are two kinds of frame buffer architectures:
PLANE-oriented or PIXEL-oriented. BITBLT takes advan-
tage of the plane-oriented frame buffer architecture’s attri-
bute of multiple, adjacent pixels-per-word, facilitating the
movement of large blocks of data quickly in a frame buffer.
However, the plane-oriented architecture has one inherent
problem: the limit of resolution for memory addressing and
access is the word, rather than the pixel. The BITBLT
source starting address, the BITBLT destination starting ad-
dress, the BITBLT width and the BITBLT height are all de-
fined in pixels. The BITBLT source data block may start and
end at any bit position of any word, and the destination data
block also may start and end at any bit position of any word.

BIT ALIGNMENT

Before a logical operation can be performed between the
source and the destination data, the source data must first
be bit aligned to the destination data. In Figure 1, the source
data need to be shifted three bits to the right in order to
align the first pixel (that is, the pixel at the top left corner) in
the source data block to the first pixel in the destination data
block. For maximum performance, this alignment function
must be implemented with a barrel shifter.

WORD BOUNDARIES AND DESTINATION MASKS

Each BITBLT destination scan line may start and end at any
position in any data word. The neighboring bits (the bits
sharing the same word address with any words.in the desti-
nation data block, but not a part of the actual BITBLT rec-
tangle) of the BITBLT destination scan line must remain un-

1-86




BITBLT Fundamentals (continued)

changed after the BITBLT. Due to the plane-oriented frame
buffer architecture, all memory operations must be word-
aligned. In order to preserve the neighboring bits surround-
ing the BITBLT destination block, a left mask is needed for
all the leftmost data words of the destination block, and a
right mask is needed for all the rightmost data words of the
destination data block. Both the left mask and the right
mask remain the same throughout a given BITBLT opera-
tion.

WORD BOUNDARIES

000123456789ABCDEF0|23456789ABCDEF

02 SSSSSSSSSSSSSSSSSSSS
04 SSSSSSSSSSSSSSSSSSSS
06 SSSSSSSSSSSSSSSSSSSS
08 SSSSSSSSSSSSSSSSSSSS
0A SSSSSSSSSSSSSSSSSSSS
OC SSSSSSSSSSSSSSSSSSSS
OE

10

12

14

16

18

1A

1c

1E

20 ppDDDDDDDDDDDDDDDDDD
22 pbpDDDDDDDDDDDDDDDDD
24 ppopDDDDDDDDDDDDDDDDD
26 ppppbDDDDDDDDDDDDDDD
28 pDpDDDDDODDDDDDDDDDDD
2A DDDDDDDDDDDDDDDDDDDD
2C

2E

30

32

34

36

38

3A

3C

3E

L— MEMORY ADDRESS
TL/F/9337-17

FIGURE 1. A 32 by 32 Frame Buffer

The following example illustrates the bit alignment require-
ment. In this example, the graphics controller has a 16-bit
wide data bus. Figure 17 shows a 32 pixel by 32 scan line
frame buffer which is organized as a long bit stream which
wraps around every two words (32 bits). Further, the top left
corner of the frame buffer starts from the lowest word in the
memory, address 000hex. Each word in the memory con-
tains 16 bits, DQ0-DQ15. The most significant bit of a
memory word, DQO, is defined as the first displayed pixel in
a word. In other words, memory’s DQO to DQ15 correspond
to pixels 0 to 15 respectively. In this example, BITBLT ad-
dresses are expressed in terms of pixel number, starting
(with 0) from the upper-leftmost pixel. The BITBLT source
starting address is set to 021hex (the second pixel in the
third word). The BITBLT destination starting address is set

PIXEL
NUMBER

to 204hex (the fifth pixel in the 33rd word). The BITBLT

width is set to 013hex (=19 decimal, corresponding to a

width of 20 pixels). The BITBLT height is set to 005hex (=5

decimal, corresponding to 6 scan lines).

The left BITBLT mask for the above example is:
0000,1111,1111,1111

The right BITBLT mask for the above example is:

1111,1111,0000,0000

Note: Zeroes in either the left mask or the right mask indicate the destina-
tion bits which will not be modified.

BITBLT DIRECTIONS

The BITBLT moves a rectangular block of data in a frame
buffer. For a plane-oriented frame buffer, the BITBLT pro-
cess can be considered a subroutine which has two nested
loops. The loops are preceded by the BITBLT setup compu-
tations. The outer loop is the BITBLT source and destination
scan line pixel starting address calculation and line count
test for completion. The innermost loop is the actual BITBLT
data movement for a single BITBLT scan line and word
count test for completion. The length of the innermost loop
is the word count of the BITBLT width. The length of the
second loop is equal to the BITBLT's height (number of
scan lines involved in a BITBLT):
BITBLT: calculate BITBLT setup parameters ;once per BITBLT

such as

width, height

bit misalignment (shift number)

left, right masks

horizontal, vertical directions

etc

OUTERLOORP: calculate source, dest addresses ;once per scanline
INNERLOOP: move data and increment addresses ;once per word

UNTIL done horizontally
UNTIL done vertically
RETURN (from BITBLT).

Each loop can be executed in one of two directions: the
inner loop from left to right or right to left, the outer loop
from top to bottom (down) or bottom to top (up).

The ability to move data starting from any corner of the
BITBLT rectangle is necessary to avoid destroying the
BITBLT source data as a result of destination writes when
the source and destination are overlapped (i.e., when they
share pixels). This situation is routinely encountered while
panning or scrolling.

A determination of the correct execution directions of the
BITBLT must be performed whenever the source and desti-
nation rectangles overlap. Any overlap will result in the de-
struction of source data (from a destination write) if the cor-
rect vertical direction is not used. Horizontal BITBLT direc-
tion is of concern only in certain cases of overlap, as will be
explained below.

Figure 2 (a) and (b) illustrate two cases of overlap. Here, the
BITBLT rectangles are three pixels wide by five scan lines
high; they overlap by a single pixel in (a) and a single col-
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BITBLT Fundamentals (continued)

umn of pixels in (b). For purposes of illustration, the BITBLT
is assumed to be carried out pixel-by-pixel. This convention
does not affect the conclusions.

In Figure 2(a), if the BITBLT is performed in the UP direction
(bottom-to-top) one of the transfers of the bottom scan line
of the source will write to the circled pixel of the destination.
Due to the overlap, this pixel is also part of the uppermost
scan line of the source rectangle. Thus, data needed later is
destroyed. Therefore, this BITBLT must be performed in the
DOWN direction. Another example of this occurs any time
the screen is moved in a purely vertical direction, as in
scrolling text. It should be noted that, in both of these cases,
the choice of horizontal BITBLT direction may be made arbi-
trarily.

¥
1 SCAN LINE
DESTINATION t
A 4( [
TV Tk
SOURCE 1 PIXEL
1
;b
(a) TL/F/9337-18
& \
SOURCE
DESTINATION

(b) TL/F/9337-19
FIGURE 2. Overlapping BITBLT Operations

Figure 2(b) demonstrates a case in which the horizontal
BITBLT direction may not be chosen arbitrarily. This is an
instance -of purely horizontal movement of data (panning).
Because the movement from source to destination involves
data within the same $can line, the incorrect direction of
movement will overwrite data which will be needed later. In
this example, the corr{ﬁ direction is from right to left.

BITBLT VARIATIONS

Some implementations of BITBLT are defined in terms of
three operands: source, destination and mask/texture. This

third operand is commonly used in monochrome systems to
incorporate a stipple pattern into an area. These stipple pat-
terns provide the appearance of multiple shades of gray in
single-bit-per-pixel systems, in a manner similar to the ‘half-
tone’ process used in printing.

Destination «<— Texture op1 Source op2 Destination
While the BPU is essentially a two-operand device, three-
operand BITBLT can be implemented quite flexibly and effi-
ciently by performing the two operations serially. The BPU
permits the use of any of its sixteen operations for each of
the two operators shown above as ‘op1’ and ‘op2’. Addition-
ally, the on-chip FIFO can be used to store the intermediate
result (the result of op1 later used as an operand of op2)
thus minimizing the number of memory accesses required.

ENHANCING BITBLT PERFORMANCE

There are various ways to enhance BITBLT performance
(speed). The simplest way is to try to get data in and out of
the memory system quickly. Most of the bitmapped graphics
systems utilize DRAMs for both cost and storage density
reasons. Since the BITBLT data shows strong locality, the
graphics system can take advantage of certain fast memory
access modes available to the DRAMS, such as page mode
access, static column access, etc. The BPU, by means of
an internal FIFO, can pipe the BITBLT source data to re-
duce the frequency of switching out of the current page ad-
dress space, thus maximizing the ability of the system to
capitalize on the data’s locality. This operation is described
in the following section.

PIPING THE BITBLT SOURCE DATA

When the BITBLT width is more than a word, up to 16
source data words can be piped into the BPU’s on-chip
FIFO. At the end of each BITBLT scan line or at the end of
16 source data words, the controller switches from the
BITBLT source address space to the BITBLT destination
address space. When the BITBLT destination data word is
fetched, two possible memory control sequences can be
used. One is the modify-write sequence: write the BITBLT
result back to the destination memory immediately after the
logical function is executed. The second sequence involves
storing the BITBLT result back to the BPU’s on-chip FIFO,
to a maximum of 16 words. Either at the end of each
BITBLT destination scan line or at the 16th destination data
word, the BITBLT resultant data is then read out from the
FIFO and written to the BITBLT destination memory se-
quentially.

Summary of the BITBLT Memory
Control Sequences

BITBLT MEMORY SEQUENCE |

1) Load the BPU Control Register with [BIS, SN, LM, RM],
via the data bus.

2) Load the BFU FS register with function select code.

3) Read in the BITBLT source data up to 16 words (17
words in certain cases), barrel-shift, then write them into
the on-chip FIFO. (Only 16 barrel-shifted data words can
be stored.)

4) Read in the BITBLT destination data while the barrel-
shifted source data is read out from the on-chip FIFO and
the selected logical operation is executed, then write
back to destination.

1-88




Summary of the BITBLT Memory Control Sequences (Continued)

5) Go to step 3 until the end of the BITBLT scan line.
6) Go to step 3 for the remaining BITBLT scan lines.

BITBLT MEMORY SEQUENCE Il

1) Load the BPU Control Register with [BIS, SN, LM, RM]
via the data bus.

2) Load BPU FS register with function select code.

3) Read in the BITBLT source data up to 16 words (17
words in certain cases), barrel-shift, then write them into
the on-chip FIFO. (Only 16 barrel-shifted data words can
be stored.)

4) Read in the BITBLT destination data in sequence, exe-
cute the selected logical operation and then write the re-
sult back to the on-chip FIFO, maximum 16 BITBLT data
words.

5) Read BITBLT result from the FIFO and write them back
to the BITBLT destination memory.

6) Go to step 3 until the end of the BITBLT scan line.

7) Go to step 3 for the remaining BITBLT scan lines.

DP8511 BIT ORDER

The DP8511’s bit order was defined so it reflects the se-
quence in which pixel data is viewed in a downward facing

Cartesian Coordinate display system (see Figure 3b ). In this
type of display configuration, the pixel address increases as
one scans from left-to-right as well as from the top to the
bottom of the display. When addressing individual pixels
within a given 16-bit word, a 4-bit pixel address value is
assigned to each pixel, or bit, of the word and the address
value increases from the leftmost pixel in the word to the
right. This allows for the formation of a uniform pixel ad-
dress space simply by concatenating the pixel address (4
bits) to the LSB of the word address.

The DP8511’s internal word bit-order is defined to be con-
sistent with the order in which pixel data is displayed on the
screen (i.e., from DO on the left to D15 on the right). This
convention provides logical continuity when observing how
data is manipulated inside the DP8511 and establishes the
relationship to the display pixel addressing scheme. The pix-
el address bits BO~-B3 map directly to this left-to-right bit
order convention.

It should be noted that when data is viewed in the frame
buffer the order of the pixel bits will be consistent with most
conventional microprocessor conventions that define DO in
the LSB bit position or in the rightmost bit location (see
Figure 3a).

16 Bits

D15

[e———————————S§hift Order ———————>

DO

Word 0 (Address n)
Word 1 (Address n#1)

. HEEEN l.:-:D:jWordn(Addrusmn)

a) Data Representation in Frame Butfer
(as Seen by the CPU)

TL/F/9337-21

Increasing X

16 Bits
Display Order

o
o
~

D15

whwbebabdbebodad

-—d -
Pixel Address 0
[B(3:0)=0]

Pixel Address 15
[8(3:0)=0Fh]

~<— 4 Buiseasou) —I

b) Data Representation in DP8511-Based Display
(Downward Facing Cartesian Coordinate System)

FIGURE 3. Frame Buffer vs Display Coordinate Bit-Order Representation

! Scanline m+3

-d -

TL/F/9337~-22
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Functional Block Description

BPU CONTROL REGISTER

The BPU Control Register (CR) is a 13-bit register consist-
ing of three 4-bit fields and one single-bit field. The Right
Mask field, RM, controls the BITBLT right mask pattern. The
Left Mask, LM, controls the BITBLT left mask pattern. The
barrel Shift Number, SN, determines the number of bit posi-
tions shifted by the Barrel Shifter. The BIS bit controls the
organization of two 16-bit words at the input to the barrel
shifter.

12 0

slal1lofslal1lofal2l1]o0
SN LM RM

FIGURE 4. Control Register Fields

The CR is loaded by presenting the appropriate data at the
Data Port (D0-D15) and then asserting a low level on the
CRE (Control Register Enable) input. Data is latched into
the register on the rising edge of CRE.

When the DP8511 is controlled by the RGP, the CRis treat-
ed as a memory mapped write only register and resides in
the RGP’s memory space. The address of this register is
determined by the RGP’s BPUB register (more information
can be found in the RGP Programmer’s Reference Manual).
The CR Register contents are not affected when the BPU is
in the line drawing mode (L/B = 1).

Left and Right Masks

The Left and Right mask fields are used to determine which
portion of the destination data word to preserve during a
BITBLT operation. Masks are used when a destination start-
ing or ending address falls at a pixel address that is not on a
word boundary. Since data is accessed and modified in
16-bit word quantities, neighboring bits on both sides of the
destination data block must be protected or they risk being
corrupted when the destination data is logically combined
with the source data. The masks isolate the logic operation
to only those bits that are enabled with a one in the mask
fields (of course, RME and/or LME must be asserted con-
currently). The truth table for the left and right mask patterns
is shown in Table 1.

The RM and LM values are automatically determined by the
RGP during BITBLT and are based on the starting address
of the destination data block specified in the DSAD register.
Shift Number

There are 16 different barrel shift operations controlled by
the SN of the Control Register. Let A = a15... a0, B =

BIS

b15...b0and C = ¢15... c0, A and B are the input words,
C is the output. An i-bit barrel-shift operation on A and B
denoted by C = S(i; A, B) is the operation of concatenating
the least significant (i) bits of word B to the most significant
(16-i) bits of word A.

When A = B, the C = S(j; A, B) is equivalent to having an
i-bit circular left shift. The i-bit circular right shift is equivalent
to the (16-i) bit circular left shift.

The truth table of the barrel-shift operation S(i, A, B) is
shown in Table lll. The shift number is represented by “i”’,
AO0-A15 corresponds to the most significant input word of
the barrel shifter, and BO-B15 corresponds to the least sig-
nificant input word of the barrel shifter. CO-C15 is the barrel
shifter output.

Barrel Input Select (BIS)

The Barrel Input Select bit is used to route two 16-bit words,
one in the Barrel Input Latch (BIL) and the other in the Data
Input Latch (DIL), to either the most significant or the least
significant word position of the Barrel Shifter. When the BIS
bit is set high, the DIL source serves as the most significant
input word to the barrel shifter with BIL data going to the
least significant word position. When the BIS bit is set low,
the DIL source input is routed to the least significant posi-
tion of the barrel shifter and BIL data goes to the most sig-
nificant position.

The criteria for setting the BIS bit can be determined by the
direction of the BITBLT source data read operation. When
transferring data words from memory to the BPU in a left-to-
right sequence, the BIS bit should be set to zero so that the
first source word fetched into the source pipe will be routed
to the most significant word position of the barrel shifter
while the second will go into the least significant position. In
the case where data is being fetched in a right-to-left fash-
ion, it becomes necessary to swap the two source words at
the input to the barrel shifter so the bit order of the two
words will remain contiguous. This is done by setting the
BIS bit high.

This bit is automatically set by the RGP during BITBLT oper-
ations. '

FUNCTION SELECT REGISTER

The Function Select Register (FSR) is a 4-bit register used
to set one of 16 BITBLT logic operations to be performed
between the source and a destination data blocks. The
function select truth table can be found in Table Il.
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Functional Block Description (continued)
TABLE I. Left and Right Mask Truth Table

Do D15
LM= 0 L_mask= 1111 11111111 1111
LM= 1 L_mask = o111 11111111 1111
LM= 2 L_mask= 0011 11111111 1111
LM= 38 L_mask = 0001 11111111 1111
LM= 4 L_mask = 0000 11111111 1111
LM= 5 L_mask = 0000 O1111111 1111
LM= 6 L_mask= 0000 00111111 1111
LM= 7 L_mask = 0000 00011111 1111
LM= 8 L_mask= 0000 00001111 1111
LM= 9 L_mask= 0000 00000111 1111
LM =10 L__mask = 0000 00000011 1111
LM =11 L_mask = 0000 00000001 1111
LM =12 L__mask = 0000 00000000 1111
LM =13 L_mask = 0000 00000000 0111
LM =14 L__mask = 0000 00000000 0011
LM =15 L__mask = 0000 00000000 0001
RM= 0 R_mask= 1000 00000000 0000
RM= 1 R_mask= 1100 00000000 0000
RM= 2 R__mask = 1110 00000000 0000
RM = 3 R_mask = 1111 00000000 0000
RM = 4 R_mask= 1111 10000000 0000
RM= 5 R_mask= 1111 11000000 0000
RM = 6 R_mask = 1111 11100000 0000
RM= 7 R_mask= 1111 11110000 0000
RM = 8 R_mask= 1111 11111000 0000
RM = 9 R_mask = 1111 11111100 0000
RM =10 R_mask = 1111 11111110 0000
RM =11 R__mask = 1111 11111111 0000
RM =12 R_mask = 1111 11111111 1000
RM =13 R_mask = 1111 11111111 1100
RM = 14 R__mask = 1111 11111111 1110
RM = 15 R_mask = 1111 11111111 1111
“1” = Enable Logic Op
“0” = Disable Logic Op

The 16 BITBLT functions can be expressed as:
f3+(—s* —d) +
f2+(—s+d)+
fl+(s+ —d) +
fO * (s *+ d)
where f3-f0 are the bits of the Function Select Registers, ‘s’
is the source data and ‘d’ is the destination data.
The FSR is loaded by asserting the Function Select Enable
(FSE) pin low while valid data is made available at the data
port (D0-D15). Data is latched into the register on the rising
edge of FSE.
D3 DO

Blrlulio
FS

FIGURE 5. Function Select Register (FSR)

The contents of the FSR are defined by the user prior to
BPU operations. In multi-plane systems that use a BPU per
plane, each BPU can have its logic function programmed
independently. This feature allows the RGP to BITBLT data
to all bitplanes concurrently while maintaining the flexibility
of having unique logical operations being performed on
each plane.
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Block Diagram

DO=15
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B3_FRD; —{
A 4 v
/B MUX
A 4
BO_LME; et 4
BIRME ——p] BT [FLm
B2_FWR| ey LUOP?# 1-1“ Rm
B3_FRD; = | PV
L/B ——p] Fs
| 16,
A A L
DOS e MUX DLE, PoL
DBoE POE
00=15 POn

TL/F/9337-2
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Functional Block Description (continued)
TABLE Il. BITBIT Function Definitions

Function Select Bits Operation

3 f2 f1 fo Performed
0 0 0 0 0

0 0 0 1 sandd

0 0 1 0 sand —d

0 0 1 1 s

0 1 0 0 —sandd

0 1 0 1 d

0 1 1 0 sxord

0 1 1 1 sord

1 0 0 0 —sand —d
1 0 0 1 sxnord

1 0 1 0 —d

1 0 1 1 sor —d

1 1 0 0 -s

1 1 0 1 —-sord

1 1 1 0 —sor —d

1 1 1 1 1

Note:

d: destination data
s: source data
3-f0: function select code, which selects one of the 16
BITBLT functions.

DATA INPUT LATCH

The Data Input Latch (DIL) consists of a master latch, DIL-
Master, and two slave latches, DIL-Source and DIL-Dest
(see Figure 6).

Data is latched into the DIL-Master latch on the falling edge
of PH2 when DLE is asserted low. Data is then transferred
into either the DIL-Source slave latch or the DIL-Destination
slave latch on the next rising edge of PH1 depending on the
state of the BSE input. Data is then latched when PH1 re-
turns low.

Each of the slave latches are used to direct the flow of data
to either the source or destination pipe. When performing
BITBLT, data from the source area is read and latched into
the source pipe via the DIL-Source latch, aligned and stored
in the FIFO. Once the source data operation is complete,
data from the destination area is then directed into the des-
tination pipe via the DIL-Dest latch to be combined, word-
by-word, with the data stored in the source pipe FIFO.

BARREL INPUT LATCH

The Barrel Input Latch (BIL) serves as a pipeline register for
source data (see Figure 7) during a BITBLT source read
cycle. Data, which is transferred into the DIL-Source register
on the rising edge of PH1, is subsequently transferred into
the BIL on the next rising edge of PH1. As a result, if two
words are fetched and latched into the BPU on two subse-
quent clock cycles (assuming BSE = 1), the first data word
will be in the BIL and the second in the DIL-Source Latch.
The BIL and DIL-Source outputs are then concatenated via
a crossbar multiplexer to form the 32-bit input to the Barrel
Shifter.

It Is important to note that valid data will remain in the BIL
for only ONE clock cycle as the next PH1 cycle will again
transfer data from the DIL-Source Latch to the BIL. This
condition implies that the result from the Barrel Shifter must
be latched into the FIFO on the rising edge of PH1 immedi-
ately following the PH1 transition used to latch the second
word into the DIL-Source latch.

From DIL_Source

Register
PO SP1
Barrel Input
OLE; — Latch
Als
16
BILO BIL15 SPO SP15
Barrel Input
BIS =———p] Crossbar
Mulitiplexer
Als Ais
AQ 4 A15 BO Y B15
Sn v"(—) 4—————Barrel Shifter

16

C0=C15
To FIFO Input
MUX

TL/F/9337-23
FIGURE 7. Barrel Shifter/Barrel Input
Latch Block Diagram

D0-15
Do D1
PH2 =
DIL _Master
DLE ==—p
D0 A 4 D1
PH{ e
DIL_Source
BSE; ==/
SPO * SP1

To Barrel Input Latch
&

Barrel Input Mux

PH1 =
DIL_Dest
BSE;=»O)
DPO & DP1
To Logic Unit
&

Pixel Multiplexer
TL/F/9337-24

FIGURE 6. Data Input Latch Block Diagram
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Functional Block Description (continued)

BARREL SHIFTER are incremented via the FRD and FWR inputs. These coun-
The function of the Barrel Shifter is to align the BITBLT ters are set to zero with the RESET pin.

source data to the destination data. Bit alignment may cross The FIFO facilitates the use of fast localized memory ac-
word boundaries. cess modes such as page and static column modes by pro-
The Barrel Shifter is implemented as a 32-to-16-bit multi- viding storage for multiple words of barrel shifted words.
plexer (see Figure 7). Depending on the type and length of BITBLT LOGIC CONTROL UNIT

a BITBLT operation the necessary source data words are

fetched from memory into the BPU to form a 32-bit input to The BITBLT Logic Control Unit (LCU) is responsible for the

the Barrel Shifter. The Barrel input Latch (BIL) stores the mask and bitwise logical operations performed on BITBLT

first source data word fetched and the Source Data Input and line drawing data (sge Figure 9). L
Latch (DIL-Source) stores the subsequent source data In the BITBLT mode (L/B = 0), the LCU performs a bitwise
word. logical operation between a source data word read from the
FIFO and the Destination Data Input Latch contents. The
logic operation performed is specified in the FS Register.
The LCU is also responsible for masking the appropriate
destination data bits from change during the logic operation.
The masking function is determined by the values set in the
LM and RM fields of the Control Register and the state of
both LME and RME control inputs.

A multiplexer precedes the Barrel Shifter to facilitate swap-
ping the input words if necessary. This word swapping is
controlled by the state of the BIS bit in the Control Register
and does not affect the ordering of the data bits of the input
words. This swap mechanism facilitates the fetching of
BITBLT data from left-to-right or from right-to-left.

FIFO During Linedrawing (L/B = 1), the LCU performs a bitwise
The FIFO, 16 bits by 16 words, constitutes the BPU’s on logical operation between the contents of the Pixel Input
chip storage (see Figure 8). Implemented as a dual port Latch and a single bit of the Destination Data Input Latch
register file, the FIFO has separate READ/WRITE control contents. This bit is selected by the state of Pixel Address
inputs, FIFO Read (FRD) and FIFO Write (FWR). The regis- bits BO-B3. The logical operation function is determined by
ters are selected via two shift register ring counters which the FS Register contents.
From Barrel From BITBLT
Shifter Logic Unit
16 16
Co C15 BLO BL15
FIFO INPUT
BSE; —| WUX
16
/l
FINO v FIN15
FIFo e B2_FWR,
16 BITS BY 16 [ B3_FRD,
WORDS < RESET
5 From BITBLT
J Logic Unit
BITBLT Loglc 16} 18} egle T
Unit Input
MUX \ 4 4
DATA
00S ——, OUTRUT MUX
16
To Data Buffers

TL/F/9337-25
FIGURE 8. FIFO Block Diagram
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Functional Block Description (continued)
From FIFO  From Pixel Input

L158dd

Block Latch
IS{ 16{
L/B—>] MUX
From
p——=—="DIL_Destination
16 16}, Latch
A
A 4
BO_LME; ——b 4
B1_RME, —— BITBLT ‘ ‘—ZL— tu
B2_FWR, = LoGic [—F~—RM
B3_FRD; ——>] UNIT 4
1 [ e—A—FS
L /B —p]

16

To Data Output MUX
and FIFO Input MUX

FIGURE 9. BITBLT Logic Unit Block Diagram

TL/F/9337-26

TABLE lIl. Barrel Shifter Truth Table*
c0 ct c2 c3 c4 c5 c6 c7 c8 c9 cl0 c¢i1 c¢12 ¢13 c14 c15

a0 al a2 a3 a4 ab aé a7 a8 a9 al0 att ai2 a13 at4 aib
al a2 a3 a4 a5 a6 a7 a8 a9 al0 a1t al2 ai13 at4 ai5 b0
a2 a3 a4 a5 a6 a7 a8 a9 al0 a1l  a12 al3 al4 atb b0 b1

a3 a4 ab aé a7 a8 ag9 al0 af1t at2 a13 al4 ais bo b1 b2
a4 a5 aé a7 a8 a9 al0  att al2 al3 at4 ait5 b0 b1 b2 b3
a5 ab a7 a8 a9 al0 a1t al2 a13 al4 ai5 b0 b1 b2 b3 b4
a6 a7 a8 a9 al0 a1l al2 a13 atl4 a5 b0 b1 b2 b3 b4 b5
a7 a8 a9 al0 at1 al2 a13 al4 ait5 b0 b1 b2 b3 b4 b5 bé
a8 a9 al0 a1l al2 a13 a4 ai5 b0 b1 b2 b3 b4 b5 bé b7

9 a9 al0 a1l a2 al3 a14 ai5 b0 b1 b2 b3 b4 b5 b6 b7 b8

10 { a10 a1l al2 a13 at4 ai5 b0 b1 b2 b3 b4 b5 b6 b7 b8 b9

11 | al1  al2 al3 a14 ais5 b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10
12 | a12 a13 al4 ai5 b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10  bi1
13 | a13 at4 a1 b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b1l b12
14 | a14 ai5 b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b1t bi2 bi3
15 | a15 b0 b1 b2 b3 b4 bs b6 b7 b8 b9 bi0 b1t bi12 bi3 bi4

*i = shift number

N AWN—=O

A0-A15 = barrel shifter most significant word
B0-B15 = barrel shifter least significant word
C0-C15 = barrel shifter output
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Functional Block Description
(Continued)

PIXEL PORT

The Pixel Port consists of a single-bit I/0 port dedicated to
pixel level operations. It consists of a Pixel Input Latch and a
Pixel Output Latch (see Figure 70). Data is written to the
Pixel Input Latch by asserting PDLE. Data is read from the
Pixel Output Latch by asserting POE.

The Pixel Input Latch (PIL) is used to store a pixel value
which is used as the source operand during linedrawing
Read-Modify-Write cycles. Internally this bit is replicated
into a 16-bit word and routed to the BITBLT Logic Unit
where it is masked and logically combined with a word read
from the destination space. The Pixel Address inputs
(B0-3) determine which bit of the destination word will be
combined with the pixel port data. The PIL must be loaded
prior to performing any linedrawing or pointwise drawing op-
erations and L/B must be set high for proper operation.
The Pixel Output Latch (POL) is used to read a single-bit
pixel from the frame buffer. This is accomplished by loading
the appropriate destination word to the DIL-Dest latch (BSE
must be asserted low while using this function). A single bit
of this word is selected based on the value of the Pixel
Address inputs (B0-3) and routed to the Pixel Output Latch.
This bit is unmodified when read from the frame buffer.

Operational Description

The BPU’s primary function is to perform two types of data
manipulation tasks: 1) execute shift, mask, and logic opera-
tions between source and destination data blocks (BITBLT
operation); 2) logically combine line drawing data with desti-
nation data (Line Drawing operations).

These operations are carried out in the BPU via 3 major
functional blocks: The Barrel Shifter, the FIFO, and the
BITBLT logic Unit. These blocks in combination with a vari-
ety of latches and multiplexers synchronize, modify and
route the data through and around the device.

PH1 PDLE

|

1 Pixel
Input
Latch

PDQ,

Dataflow through the BPU is dictated by control parameters
previously set up in the Control and Function Select Regis-
ters and by the state of various control inputs on the device.

BITBLT OPERATION

The mechanics of a BITBLT operation are relatively straight-
forward. Following Figure 11 and Figure 12, a source data
word is fetched from memory and latched into the Data In-
put Latch (DIL-Source) via the DIL-Master latch. A second
source data word is subsequently fetched and latched into
the DiL-Source latch while the first source data word is
simultaneously transferred to the Barrel Input Latch. This
makes both the first and second source data words avail-
able to the Barrel Shifter as a 32-bit data word. This 32-bit
quantity is routed through a crossbar mux and into the Bar-
rel Shifter which produces an aligned 16-bit source word.
This data is latched into the FIFO on the next clock cycle.

The data is then read from the FIFO on a subsequent clock
cycle and routed to the BITBLT Logic Unit where it is
masked and logically combined with a destination data word
previously fetched and latched into the DIL-Destination
latch. The data is then routed back to the Data Port (DO-
D15) so it can be written back to the destination data mem-
ory.

LINE DRAWING OPERATION

During a line drawing operation (see Figures 13 and 74), the
‘source’ data, referred to as the ‘Pixel Input Data’, actually
comes from the Pixel Input Latch (PIL). The PIL input data is
latched into the BPU’s PIL prior to the line-drawing opera-
tion. The destination data is then fetched from memory and
written to the DIL-Destination latch (BSE must be asserted
low). The pixel input data bit is internally replicated into all
16-bit positions of a data word and routed to the BITBLT
Logic Unit where it is logically combined with the value in
the DIL-Destination. Since only one bit of the destination
word is to be modified with pixel data, a mask is

16 To BITBLT Logic Unit
-"h’ Input MUX

Pixel
Output
Latch

. 16=to=1 16

From DIL=Dest

ﬂl

DLE;

Data

Selector Latch

4

B[3:0]
TL/F/9337-27

FIGURE 10. Pixel Port Block Diagram
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Operational Description (continued)

generated based on the state of the pixel address lines
(B0-B3) so that all other bits of the destination word are
protected from change. The resulting data word is then rout-
ed back to the Data Port (D0O-D15).

In multiple-plane color display systems that utilize a BPU per
bitplane, the Pixel Input Latch is commonly used to deter-
mine color value during linedrawing. This is accomplished
by loading the color value across the depth of the planes.
This technique is also useful for rapidly downloading image
data that is stored in a word-per-pixel format into a frame
buffer utilizing a planar architecture.

The Pixel Output Latch reflects a single pixel data value
derived from a 16-bit word previously loaded to the DIL-Des-
tination latch. The Output Pixel Data value is one-of-16 bits
of the destination data word selected by the pixel address
lines B0-B3 and is purely unmodified destination data. This
function is useful for reading pixel color data in muitiple-
plane systems that support image processing capabilities.

TABLE IV. DP8500 RGP Drawing Instructions

that utilize the DP8511 BPU
INITB Asserts RSTO (resets FIFO pointers)
BTulsd Block Transfer
DCbuld Draw Character
DRLNIA] Draw Line
DRLNS Draw Line Steps
DRPGNIA] Draw Polygon
DRPLN[A] Draw Polygonal Line
DRPT Draw Point
FILLAd Fill Polygon
FILLTd Fill Trapezoid
MOV s,FSE Load Function Select Register
(FSE = Address of FSE Register)
MOV s,PIL Load Pixel Input Latch
(PIL = Address of Pixel I/0 Port)
MOV POL,d Read Pixel Output Latch
(POL = Address of Pixel 1/0 Port)
RDPT Read Point
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Operational Description (Continued)
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FIGURE 11. Dataflow during a Typical BITBLT Operation. (RGP Instructions: BT, FILLA, DC.)
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Operational Description (continued)
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FIGURE 13. Dataflow during a Typical Line Drawing Operation.
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Operational Description (continued)
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Systems Applications

A typical system example illustrating the BPU’s interface to
the RGP and system elements is shown in Figure 76. Includ-
ed in the example is National’s DP8500 Raster Graphics
Processor, the DP8520 Video Ram Controller/Driver and
the DP8511 BPU. A user defined state machine is used to
control the dataflow between the RGP, BPU and Frame
Buffer.

Since the BPU and RGP are members of an integrated fami-
ly of devices, they have been designed to minimize the need
for external glue logic between them. The user is left the
task of defining the interface from the RGP/BPU to the
frame buffer, tailoring it to the system needs.

STATE MACHINE TASKS

Referring to Figure 16, the state machine performs the fol-
lowing tasks:

1. Determines the start of an RGP memory cycle.
2. Determines the type of access to be performed.

3. Generates the necessary timing required to carry out the
access including wait state generation.

4. Generates refresh timing signals.

5. Generates BPU Control Register strobe (CRE).

6. Generates BPU Function Select Register strobe (FSE).

7. Generates the DOE, DLE, POE, and PDLE strobes to the
BPU.

The memory address of the Control Register and Function

Select Register are user defined locations in the RGP mem-

ory space. It is therefore necessary to generate the CRE

RGP ADDRESS BUS

and FSE strobes in order to select these registers. The DOE
and DLE strobes must also be generated by the user since
the timing characteristics of these signals are determined by
the memory access timing requirements.

MULTIPLE BITPLANE ARCHITECTURE

The Advanced Graphics Chip Set (AGCS) architectural rela-
tionship, in particular that of the RGP/BPU devices, is such
that multiple plane memory systems can be developed with
relative ease and flexibility. The purpose of segregating the
BITBLT and Line Drawing functions into a separate device
(the BPU) becomes evident when studing the implementa-
tion of a multi-plane display system. Figure 17 illustrates an
approach to designing a multi-plane system.

In any BITBLT based display system, it is necessary to be
able to move data rapidly between two areas of memory
without restrictions imposed by memory organization. In
multiplane systems it is necessary to allow for data opera-
tions to occur between planes of memory as well as locally
within the bit-plane. The ability is governed by the logic in
the video plane control block.

If a BPU is incorporated in each bit-plane of memory and
the plane controlier is designed correctly, data transfers can
be performed in parallel across n-planes of memory, be-
tween specific bitplanes, as well as locally on each bit-
plane. As an added bonus, this design approach allows the
system to be expanded to any practical number of bit-
planes while maintaining the performance and throughput
characteristics of a single plane system.
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FIGURE 16. DP8500 System Interface
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System Applications (continued)
RGP MULTIPLEXED ADDRESS/DATA BUS
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1P Address Bus

MP

1P Control

4P Data
Bus

g

Memory/BITBLT Memory Control Frame
Timing Control " Buffer

BPU
Control

<
> ¢

'y

BPU

Local Data Bus

a)Simple Microprocessor Interface Utilizing Software for Address Generation

WP

P Control

uP Data
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4P Address Bus
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Memory/BITBLT
Timing Control

BPU
Control
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>

TL/F/9337-31

Drawing
Address Bus

Memory Control Frame
Buffer

BPU

Local Data Bus

TL/F/9337-41

b)Microprocessor Interface with Dedicated Hardware Controlier for BITBLT and Linedrawing Operations

FIGURE 18. Design Examples for Microprocessor-Based System
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System Applications (continued)

BPU APPLICATIONS UTILIZING A CONVENTIONAL MI-
CROPROCESSOR :

If desired, the DP8511 can be used in conjunction with a
conventional microprocessor. In this application, the BPU is
operated under the control of the microprocessor and a
small dedicated timing state controller which produces the
basic memory and BPU timing control. The microprocessor
would be responsible for interpreting the BITBLT or line-
drawing setup parameters and generating the appropriate
address and timing control while the BPU would serve as
the BITBLT or linedrawing data processor. Implementation
can vary as to which level of hardware integration is chosen
versus doing the drawing and BITBLT functions in software.
This partitioning is ultimately based on the performance lev-
el targeted for the application.

Two examples of this partitioning is illustrated in Figure 78.
In Figure 18a the drawing engine consists of a microproces-
sor, a small memory/BPU timing generator, the frame buffer
and the BPU. In this application, the microprocessor is re-
sponsible for calculating the address, mask, and other relat-
ed setup parameters as well as generating the addresses
and mask enables used for the memory operations between
the frame buffer and the BPU. The timing controller would
decode the microprocessor’s memory read/write opera-
tions and generate the appropriate memory and BPU con-
trol timing. As suspected, the drawing performance of this
solution would be based on the microprocessor’s 1/0 per-
formance.

Another approach to this design (see Figure 18b )would be
similar in concept except would partition the functionality so
the address and mask enable generation would be part of
the memory/BPU timing generation hardware. In this case,
the microprocessor would calculate the setup information
only and transfer it to a dedicated hardware address con-
troller which would perform the drawing memory cycles in
conjunction with the memory/BPU timing controller. In this
way the hardware would be able to take advantage of per-
formance features like page mode memory access and in-
terleaved setup and drawing execution.

DETERMINING BITBLT PARAMETERS

Before a BITBLT operation can take place, it is necessary to
calculate a number of parameters that will be used to con-
trol the BPU’s activity. These parameters include:

1) BIS value,

~ 2) The Shift Number (SN),

If a dedicated drawing machine is implemented, the logic

necessary would most likely be divided into two parts: a
BITBLT controller and a linedrawing controller. Each of
these would be responsible for generating the address and
control for the memory cycles to be performed. The logic for
a BITBLT controller is relatively easy to design since it con-
sists mostly of counters and comparators that control the
inner and outer loop for the block transfer. A linedrawing
controller, on the other hand, involves the design of a dedi-
cated machine based on a linedrawing algorithm (i.e., Bres-
senham’s linedrawing algorithm). Since this functionality is
easier to realize using a software solution, a hybrid solution
could be implemented which would assign any linedrawing
tasks to the microprocessor and the BITBLT tasks to a
hardware controller.

3) The Left Mask value (LM),
4) The Right Mask value (RM).

These values can be calculated by using the following pa-
rameters normally specified prior to starting the transfer cy-
cle.

These are:

1) BITBLT Source Starting Address (BSS),

2) BITBLT Destination Starting Address (BDS),

3) BITBLT Width (BLW),

4) Source Warp (vertical word address offset),

5) Destination Warp (vertical word address offset),
6) and the BITBLT direction.

Many of these parameters are used to calculate the inner
and outer loop values for the BITBLT control logic. These
are, for example, used as comparator values for the hori-
zontal and vertical counters that control the BITBLT opera-
tion. In addition, these parameters are used to calculate the
Control Register values for the BPU.

When using the BPU in conjunction with the DP8500 Raster
Graphics Processor, all of the setup calculation, Control
Register loading, and BITBLT control logic used to generate
the drawing cycles remains transparent to the user.

When using the BPU with a microprocessor or hardware
controller, it will be necessary to calculate all variables
which are used to program the hardware for appropriate
operation. The following sections will help in determining
these values.

A Simple Inner/Outer Loop Example

In a non-RGP based system, a mechanism must be defined
that is responsible for generating the timing and control for
the BITBLT operation. This mechanism may be as simple as
a microprocessor functioning in tandem with a small state
machine that generates the BPU and memory control sig-
nals. The microprocessor would be responsible for generat-
ing the address information.

A more elaborate solution could be a dedicated state ma-
chine that generates the BPU and memory control signals in
addition to performing the address generation.

In either case, some intelligent processor will be required to
calculate the BPU’s control parameters. Determining the
level of hardware sophistication for the BITBLT controlier
versus doing some portion of the control with a microproc-
essor is solely dependent on the targeted performance lev-
el.

Below is an example of a simple inner/outer loop that de-
scribes how a BITBLT controller might be implemented. The
Starting Addresses and width values are specified in pixel
values while the warps are specified in word values.
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/* AN INNER/OUTER BITBLT LOOP EXAMPLE */
/* to show how a BITBLT is performed. */
/* */
static int
BSS, /*BITBLT Source Starting Bit Address */
BSW, /*BITBLT Source Word Address (BSS/16) */
ese, /*current source address */
BDS, /*BITBLT Destination Start Bit Address */
BDW, /*BITBLT Dest. Word Address *(BDS/16) */
cde, /*current source address */
BLW, /*BITBLT Width -1 */
BW, /*BITBLT Width in words */
BLH, /*BITBLT Height -1 */
we, /*down counter for horiz. width (in words) */
ve, /*down counter for vert. height (in words) */
start, /*flag that starts the BITBLT operation */
stop_bitblt, /*This concludes the whole thing */
BSWRP, /*BITBLT Source Warp */
BDWRP, /*BITBLT Destination Warp */
ldst, /*horiz end-of-line flag */
fdst, /*horiz start-of-line flag */
rme, /*right mask enable */
1lme, /*left mask enable */
dir, /*Direction of BITBLT */
/*0 = left to right, 1 = right to left */
Eob; /*end of horizontal line flag */
main()
{
/* Calculate BITBLT parameters such as:
Height
Width

Shift Number
Left and Right Masks
Direction of BITBLT
etc.
and download to BITBLT control logic.
*/

}

/********************************/

/* BITBLT function routines */
/********************************/

do_bitblt_outer_loop()

do_bitblt_outer_loop() ;

if (start)
{/*Calc. the initial source starting word address */
BSW = BSS>>4;  /* BSS/16 */

csc = BSW;

/*Calc. the initial destination starting word address */
BDW = BDS>>4; /* BDS/16%*/
cdc = BDW;

/*Calculate the initial width of transfer value */
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System Applications (continued)

BW = BLW >> 4;
if (BUN & Oxf)

BW = BW + 1;
}

while (Stop_bitblt == 0)
{

/¥ do this until the height is finished */

if (start)
VC = BLH; /* set initial vertical count */

fdst = 1;
do_bitblt_inner_loop() ;

if (Eob)/*if at end of horiz. line then reset values */
{

Ve = VC -1;
WC = BW; /*reset horizontal counter */
BSW = BSW + BSWRP;
cdec = BSW;
BDW = BDW + BDWRP;
cde = BDW;
Eob = 0
ldst = 03
}
if (VC == 0)

stop.bitblt = Oxffff;

}
do_bitblt_inner_loop()
{

while (Eob == 0)
{

/* BITBLT horizontal down-counter */
if (start)
{

WC = BW;/*set initial horizontal cnt */
start = 0; /*reset flag */
}
if (WC == 1)
last = 1;
do.source.cycle() ;
set_mask() ;
do.dest_cycle() ;
fdst = 0;
/* Keep track of horiz. count */
if (Eob == 0)
WC = WC -1;
/* Flag to indicate end-of-horizontal line */
if (WC == 0)
Eob = 1;
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do.source.cycle()

{

/* This routine is the hardware control logi

c

that reads the source data from memory and
strobes it into the BPU and controls the transfer

into the FIFO.
*/

}
do_dest_cycle()
{

/*

¢sc = ¢sc + 1

This routine is the hardware control logic that generates

the appropriate address and control signals to read

the data for the destination cycle.
*/

}

set_mask()

cde = cde + 1;

/*

1) if the BLT is from right-to-left and the last word of the
horizontal line is being transferred, then enable the left mask.

2) if the BLT is from left-to-right
horizontal line is being processed,
3) if the BLT is from right-to-left
horizontal line is being processed,
4) if the BLT is from left-to-right
horizontal line is being processed,

*/
lme = (dir & ldst)|(~dir & fdst);
lme = (dir & fdst)|(~dir & ldst);

}  /*end of inner-outer example */

and the 1lst word of the
then enable the left mask.
and the 1st word of the
then enable the right mask.
and the last word of the
then enable the right mask.

Barrel Input Select (BIS)

One item to determine is the BIS value. This is done by
selecting the direction that the BITBLT is to take place in.
Then the following procedure should be used to resolve the
BIS value:

Calculate.BIS_Value()
{

static short

BTDR, /*BITBLT down and to the right */
BTDL, /*BITBLT down and to the left */
BTUR, /*BITBLT up and to the right */
BTUL, /*BITBLT up and to the left */
dir, /*direction data is read from memory

/*¥0=left-to-right, l=right-to-left */
BIS, /*BIS value to be used */

set.bis,/*flag that forces BIS high */

LM, /*left mask value */
RM, /*¥right mask value */
SN, /*4~bit shift number */

/*when BITBLTing to-the-right... */
if (BTDR|BTUR)

dir = 0;
/*when BITBLTing to-the-left... */
if (BTDL|BTUL)

dir = 1;

*/

/*1if the shift number is zero then always

set BIS to one. This is done to save reading

the source data twice */

if (SN = 0)
set_bis =

BIS = dir|set_bis;

}

Shift Number (SN)

The shift number is calculated by subtracting the 4 least-sig-
nificant bits of the Destination Address from the 4 least-sig-
nificant bits of the Source Address.

Calculate_Shift_Number()

1;

static short A
/*Source Starting-Address */

BSS,
BDS, /*Destination Starting Address */
SN, /*Resultant Shift Number */

SN = (BSS - BDS) & Oxf;
}
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Left and Right Masks (LM, RM)

The masks are calculated by using the destination pixel ad-
dress in conjunction with the BITBLT Width value and the
direction of the BITBLT. Generally speaking, the masks are
enabled only when operating on either of the two words that
bound a scanline of BITBLT data. For example, when
BITBLTing from right-to-left, the right mask is enabled by
detecting the start of a new BITBLT destination scanline
while the left mask is enabled when the leftmost word of the
BITBLT destination scanline is being processed.

Calculate_Masks ()
{
static short

RM, /*Right Mask Value */
LM, /*Left Mask Value
BDS, /*BITBLT Destination Starting Addr */
BLW, /*BITBLT Width - 1 */
if (dir = 0) /* left-to-right BITBLT */
{LM = BDS & Oxf;
RM = (BDS + (BLW-1)) & Oxf;
}
if (dir = 1) /* right-to-left BITBLT */

{IM = (BDS - (BLW-1)) & Oxf;

RM = (~BDS & Oxf) + BLW;

}
}
If additional masking is being generated, for example, a clip-
ping mask, then this must be taken into consideration when
establishing the boundary mask values since the clipping
mask may affect the boundary masks values.

Additional Considerations

Another item that must be determined in order to achieve
the maximum BITBLT performance is whether or not two
source read cycles are necessary during the source opera-
tion to align the source area to the destination area. This
decision can be based on the following criteria:

1) If the pixel starting address of the source is less than the
pixel starting address of the destination and the BITBLT
direction is from right-to-left, then it will be necessary to
read two adjacent source words during the source read
cycle. This'is because the alignment process requires a
portion of the adjacent word in order to makeup a full 16-
bit value for the destination RMW cycle.

2) If the pixel starting address of the source is greater than
or equal to the pixel address of the destination and the
BITBLT direction is from left-to-right and the shift number
is greater than zero, then it will be necessary to read two
adjacent source words during the source read cycle.
Again, this is because the alignment process requires a
portion of the adjacent word to complete the alignment
to the destination.

Upon evaluation of the above statements, it is safe to de-
duct that when shifting the source from right-to-left, two
source words must be read in order to align the source to
the destination properly. Conversely, when shifting the data
from left-to-right, one source word must be latched into both
word positions of the Barrel Shifter so that an effective ro-
tate right can be executed. This can be done by allowing an
additional clock cycle to occur after latching the data into
the Data Input Latch which will transfer a copy of the DIL’s
contents to the Barrel Input Latch. The shift value in this
later case is (BSS — BDS) & Oxf.

BITBLT APPLICATIONS

The following section gives a detailed analysis of how a
BITBLT operation is executed using the DP8511. The objec-
tive is to copy a 20-bit wide single height source block from
pixel address 0002h to a non-aligned destination pixel ad-
dress of 0805h using an “AND” function code and in a left-
to-right BITBLT direction. Since both the source and the
destination data areas are not aligned to a word boundary, it
becomes necessary to shift the source data so its left-most
boundary is aligned to the bit address of the targeted desti-
nation area. Also, since the width of the BITBLT block is 20
bits, the operation will involve two horizontally adjacent
words. Because both words are considered to be boundary
words it will be necessary to perform Read-Modify-Write cy-
cles for each word during the destination portion of the op-
eration.

Calculating how to align the source to the destination area is
essential to determining the shift, left, and right mask val-
ues. See the section, Determining BITBLT Parameters, for
more information on how to calculate these parameters.
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LEGEND
=logic 0

D =logic 1

TL/F/9337-32

Word Address 0 } Word Address 1
PlxllAddrlss—>0123456759ABCDEFI0123456789ABCDEF

TL/F/9337-33
Procedure:
1) Load Function Code to FS Register, value equal to 1 (“AND” opcode).

2) The source data must be rotated 3 positions to the right so it will be aligned to the destination space specified. Since the BPU
cannot do a right shift the data must be shifted 13 positions to the left to achieve this effect. In order to rotate the 1st source
word, it must be present in both the Barrel Input Latch (BIL) as well as the Data Input Latch (DIL). This is achieved by allowing
the data to “sit” in the DIL for an additional clock cycle. This will allow the data to transfer into the BIL on the clock cycle
following the one used to latch the data into the DIL. The shift number must be set to 13 (SN=13).

3) The BIS value is also set at this time. Its value is chosen to be 0 since data is being fetched in a left-to-right sequence and we
don’t want to swap the data going to the Barrel Shifter.

4) The first data word is now latched into the Data Input Latch and one clock cycle later falls into the Barrel Input Latch. This will
present a 32-bit wide data word to the Barrel Shifter.

Word Address Oh | | Word Address Oh
012 3 4567 89 ABCDETF ‘0123456789ABCDEF

[ 1] | || | B
1st Source Word Fetched 1st Source Word Fetched

and written to Data Input Latch falls into the BIL one clock cycle h(or

TL/F/9337-34

5) Data enters the Barrel Shifter and is shifted to the left 13 bits (effectively a right shift of 3). The aligned source is then latched
into the FIFO on the next clock cycle by asserting FWR.

Aligned Saurco———-l
01 2 3 456 7 8 9 ABCDEFF

1st Aligned Source word
(Write to FIFO) This portion will eventually
be combined with the 1st

destination word
TL/F/9337-35
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6) The next task is to get the portion of the source data that is to be combined with the 2nd destination word. This will again
require the source to be rotated to the right 3 bits. This is effectively a left shift of 13 bits. The shift number must be set to 13.
Actually, this value is the same from the first alignment process so it's not necessary to set it again.

7) The second source word (word address 1) is latched into the DIL and is concatenated with the 1st source word which has
been sitting in the BIL.

Word Address Oh | I Word Address 1h
0123456789ABCDEF |0123455789ABC'DEF

2nd Word Previously 2nd Source Word Fetched and
Fetched Sitting in the BIL Written into Data Input Latch

TL/F/9337-36

8) Data enters the Barrel Shifter and is shifted 13 places to the left which effectively performs a right shift of 3 positions. This
aligns the second source word for combination with the second destination word. The aligned source is then latched into the
FIFO on the next clock cycle by asserting FWR.

I‘ﬁ Aligned Source
012 3 456 7 8 9 ABCODTEFTF

2nd Aligned Source Word
(Write to FIFO)

This portion will eventually
be combined with the 2nd

destination word
TL/F/9337-37

9) Now that the source data has been aligned, the next step is to read the two destination words and combine the source data,
which is in the FIFO, with them. This requires that the masks be set before doing the two read-modify-write operations. The
first destination word has 5 bits on the leftmost side that needs to be masked from alteration. The second word has 7 bits on
the rightmost side that need masking. The two mask values can be loaded to the RM and LM bits in the Control Register at
one time and are enabled when needed by using LME and RME. LM is set to 5, RM is set to 8 (complement of 7). These
values actually should get written to the Control Register at the same time the SN values did to save the unnecessary write
cycles.

10) Set BSE = 0, LME = 1, RME = 0, and read the first destination word (Adr = 80) into the Data Input Latch. The data will

fall into the destination pipe and be routed to the Logic Unit.

11) The first aligned source word is read from the FIFO by asserting FRD. This data is “AND’ed” W|th the destination data in the

BITBLT Logic Unit and the result appears on the D0-D15 lines.
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System Applications (continued)
1st Aligned Source Word | I Word Address 80h
0123 4567389 ABCODESTF |0123455789ABCDEF

4
1st Aligned Source Word Left Mask 1st Destination Word, fetched

read from FIFO Applied hers and written into Data-Input Latch
\x Logic Operation takes place ___/
between these data areas
Word Address 80h
0123 456789 ABCDEF

Result of logical "AND" operation
on 1st Destination Word (value at
data port DO~15)

TL/F/9337-38
12) Set LME = 0, RME = 1, and read the second destination word (Adr = 81h) into the Data Input Latch. Again this data will
be routed through the destination pipe to the Logic Unit.
13) Read the second aligned source word from the FIFO. This data will be “AND’ed” with the destination data in the BITBLT
Logic Unit and the result appears on the DO-D15 lines.
14) The transfer is complete. The destination space has been modified as shown below.

2nd Aligned Source Word | I Word Address 81h
012 3 456789 ABCODESTF |0123456789ABCDEF

(I I

2nd Destination Word
fetched and written Right Mask
into Data Input Latch Applied here

2nd Aligned Source Word
read from FIFO

Logic Operation takes place
between these data areas

|a————————Word Address 80h { Word Address 81h
01 2 3 4567 8 9 ABCODETF|0O1 23 45267389 ABCDTEFTF

l———— odified Destination Space |

TL/F/9337-39

L1658dd
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Absolute Maximum Ratings

If Military/Aerospace specified devices are required,
please contact the National Semiconductor Sales
Office/Distributors for availability and specifications.

Temperature under Bias
Commercial
Military

Storage Temperature Range

All Input or Output Voltage
with Respect to GND

Power Dissipation @ 20 MHz
ESD rating to be determined.

0°Cto +70°C
—55°Cto +125°C

—65°Cto +150°C
—0.5Vto +7V
0.5W

DC Electrical Characteristics

Note: Absolute maximum ratings indicate limits beyond
which permanent damage may occur. Continuous operation
at these limits is not intended; operation should be limited to
those conditions specified under DC Electrical Characteris-
tics. .

TA = 0°C to +70°C Commercial (TA = —55°C to +125°C Military), Vo = 5V +10%, GND = OV

Symbol Characteristics Conditions Min Typ Max Units
ViH 2.0 Vce + 0.5 \"
ViL —-0.5 0.8 Vv
VeH MOS Clock High PH1, PH2 Pins Only, MOS | Vgc — 0.5 Vec + 0.5 v
VoL MOS Clock Low PH1, PH2 Pins Only, MOS —-0.5 0.3 \"
VoLt MOS Clock Ringing PH1, PH2 Pins Only, MOS -0.5 0.5 v
VTCH TTL Clock High TTL Clock/PH1 Only 25 v
VoL TTL Clock Low TTL Clock/PH1 Only 0.8 \'
VoH loH = —3mA 24 \
VoL loL = 3mA 0.5 Vv
N Leakage Current VIN = Vigor VL +10 MA
loz TRI-STATE® Leakage Vo = Vgc or GND +10 pA
lcct Quiescent Current PH1, PH2 at 20 MHz 12 mA
lcc2 Supply Current PH1, PH2 at 100 kHz 12 mA
lccs Supply Current PH1, PH2 at 20 MHz 25 mA
CiN Input Capacitance finat1 MHz 10 pF
Thermal Resistance - Ceramic PGA Package
A7 Junction to Ambient 5.9 °C/W
6,0 Junction to Case 3.5 °C/W
Note: All output test conditions are 50 pF plus one TTL load.
5.0v 5.0V GND
R2
TEST R3
POINT TEST
POINT
c1 R1

TL/F/9337-7
FIGURE 19. BPU Output Test Load Circuitry

c‘/;
TL/F/9337-8

FIGURE 20. BPU Output TRI-STATE Test Load Circuitry
Note 1: C1 = 50 pF

R1 = 6 kQ
R2 = 1.3 kQ
R3 = 1.8 kO

Note 2: Connect SW to +5V for tpLZ and tpZL measurements.
Note 3: Connect SW to GND for tpHZ and tpZH measurements.
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Name Figure Description Conditions Commercial Military”*
Min Max Min Max
fmos PH1, PH2 MOS Clock Frequency TCS =0 20 MHz 20 MHz
te[mos; PH1, PH2 MOS Clock Period TCS =0 50 50
i PH1 TTL Clock Frequency TCS = 1 17 MHz 17 MHz
_to[ti] PH1 TTL Clock Period TCS = 1 58.8 58.8
toh1 22 PH1 High Time (TCS=0) RE 50% to Next FE 50% 19 19
toh1H 22 PH1 High Time (TCS=1) RE 1.5V to Next FE 1.5V 25 25
_toh1L 22 PH1 Low Time (TCS=1) FE 1.5V to Next RE 1.5V 25 25
_toh2 22 PH2 High Time (TCS=0) RE 50% to Next FE 50% 19 19
teki 22 50% PH1 RE to 50% PH2 RE 25 25
tck2 22 50% PH2 RE to 50% PH1 RE 22 22
thov1 22 Non-Overlap Time PH2-to-PH1 50% 3 3
thov2 22 Non-Overlap Time PH1-to-PH2 50% 3 3
tel 23 Data Switching Time From L/B, DOS 1.5V 43 43
tes2f 24 DLE, PDLE Setup Time (TCS=0) Before PH2 FE 50% 10 10
testr 24 DLE, PDLE Setup Time (TCS=1) Before PH1 RE 1.5V 10 10
Yehat 24 DLE, PDLE Hold Time (TCS=0) After PH2 FE 50% 10 10
Yiehir 24 DLE, PDLE Hold Time (TCS=1) After PH1 RE 1.5V 10 10
Yeis 24 DLE, PDLE Invalid Before PH2 RE 50% 5 5
tasof 24 Data/Control Setup Time (TCS=0) | Before PH2 FE 50% 8
tahot 24 Data/Control Hold Time (TCS=0) After PH2 FE 50%
tdsir 24 Data/Control Setup Time (TCS=1) Before PH1 RE 1.5V 5
tahir 24 Data/Control Hold Time (TCS=1) After PH1 RE 1.5V 10 10
totisof 24 RESET Setup Time (TCS=0) Before PH2 FE 50% 10 10
tetinaf 24 R