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Semiconductor Surface Varactor

By R. LINDNER
(Manuscript received October 19, 1961)

The semiconductor varactor using surface space charge is analyzed and
measurements made on several experimental units are described. The chief
characteristics of this device are its capacity-voltage dependence and tis
negligtble dc conduction.

The particular system used in this work s a thermally grown oxide on
stlicon. A theory developed from the surface charge relation s shown to
agree with the experimental data over a wide range of silicon resistivity.

The theory for optimum operation for both dc and ac biasing is dertved
and used to compare the performance of this device with that of the p-n junc-
tton varactor. The result of this comparison shows that with careful destgn
the semiconductor surface varactor will be able to compete favorably with the
Junction varactor for many possible applications, including those of ultra
high frequency.

I. INTRODUCTION

In recent years semiconductor p-n junctions have found wide use in
parametric amplifiers, harmonic generators, and frequency modulators.
These applications result from the fact that the space charge layer ca-
pacity of the junction is voltage dependent and thus easily variable.

Another semiconductor varactor which in some instances shows a
greater dependence of capacity upon voltage has been investigated re-
cently."? Unlike the junction varactor, the modus operandi of this new
device is the change of the distribution of charge at a semiconductor
surface with an applied normal field. Since the surface in a sense re-
places the junction, the device has been termed a ‘“‘surface varactor.”
The device has also been termed an “ON varactor” (for oxide-n-silicon)
and an “MOS diode” (for metal-silicon oxide-silicon).
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The structure is shown in Fig. 1. It consists of an insulator (across
which the normal field is applied) in intimate contact with a semicon-
ducting material. The silicon-silicon dioxide system was used in all our
experiments.

II. QUALITATIVE DESCRIPTION

A qualitative description of the basic principles of the surface varactor
is helpful in understanding the more detailed theory. This discussion
makes use of the surface varactor as shown in Fig. 1 with p-type silicon.
In this discussion, the capacity corresponds to that which would be
measured with a negligibly small ac signal in conjunction with the indi-
cated de bias voltage.

1. Consider that a negative voltage is applied to the contact on the
oxide, which we will call the “field plate.” Holes from the interior of the
silicon body are attracted toward the silicon-silicon dioxide interface,
resulting in an enhancement or accumulation of charges. These holes,
which are located close to the interface, form a charge layer of negligible
thickness, equal and opposite to the charge layer on the field plate. Thus,
as is shown at point A of I'ig. 2, the capacity is that due to the oxide
alone.

2. If, on the other hand, the ficld plate voltage is slightly positive,
holes are repelled from the interface leaving exposed ionized acceptors.
The charge layer in the silicon composed of these ionized acceptors thus
extends to a relatively large depth, which effectively increases the dis-
tance between it and the charge layer at the field plate. The capacity is
thereby reduced from the value of the oxide capacity as indicated by
point B in Fig. 2. The charge distribution approaches that of a reverse-
biased n*p step junction.

3. Increasing the positive voltage still further will eventually begin
to accumulate a substantial density of generated electrons at the inter-
face, resulting in an inversion condition of charge; i.e., the surface charge

F1c. 1 — Schematic illustration of the surface varactor showing the oxide
layer on one side of the silicon wafer and the metal contacts.
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OXIDE CAPACITY

CAPACITY =—>

-2 -1 o] i -2
YOLTS

Fia. 2 — Curve ABC is a typical capacity vs voltage curve for a surface varac-
tor. Curve ABC' is a special case.

is now opposite in sign to the normal bulk carriers. However, this effect
of electrons on capacity becomes pronounced only when their density
becomes as large as that of the acceptor density. At sufficiently high bias
the space charge will be predominately made up of electrons, again in a
relatively narrow region near the surface, and the capacity will approach
the oxide capacity as a limit. This is shown by the dashed line BC’ of
Tig. 2. To obtain this increase in capacity, which is due to change in
density and distribution of electrons (minority carrier), one must carry
out the measurement at sufficiently low frequency to provide the neces-
sary time for generation and recombination of the electrons. If, on the
other hand, the measurement is carried out at higher frequencies, the
above rate of the electrons and the increase in capacity with bias is not
obtained. Instead, the change in charge within the space charge will be
made up entirely of fixed acceptor charges. The capacity will then con-
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tinue to decrease with applied bias as shown by point C of the solid
line of IFig. 2. This decrease (B-C) however, is appreciably smaller than
that of a reverse-biased n*p junction. This is because, at a given de bias,
the generated minority carriers (clectrons) are accumulated in the sur-
face varactor case, while in the case of the n™p junction they are swept
away. One obtains, therefore, a narrower space-charge region for the
surface varactor than for the n™p junction with this method of biasing.

The frequency ranges in which the capacity will increase or decrease
depends on the magnitude of the ac signal, the carrier lifetime, and the
semiconductor resistivity. However, for silicon, using reasonable values
of these parameters (ac signal >10 mv, lifetime >107° sec., resistivity
<1000 ohm e¢m) at frequencies of about 10,000 ¢ps and above the ca-
pacity will decrease.

III. METHOD OF APPLYING BIAS

In the preceding discussion the bias has been described as a de bias.
This meant that the bias was manually applied in steps and the capacity
was measured with an ac signal of negligible magnitude as in Iig. 3(a).
The case will be referred to as the “de-bias case.” All experimental re-
sults were obtained in this manner. However, another important method
of biasing will also be discussed. This is the usc of ac biasing, which is
necessary when using the device as a parameter amplifier or harmonic
generator. IFor purposes of determining the capacity variation, an ad-
ditional higher frequency ac signal of small magnitude is assumed as in

(a) VC MIN (b)
{
+v LAAAAA L~ +V Vac
!
AN Vg|——
o] o]
AAAAAAA
-V A -V
VC MAX
t — t —

Fia. 3 — Methods used in biasing surface varactor. (a) DC biasing — de¢ vol-
tage is stepped to each value and small ac signal is used to measure the capacity
at each voltage step. (b) AC biasing — bias is made up of a de component Vg
(+ for p-type silicon, — for n-type silicon), and an ac component, V,.; a
small higher frequency ac signal is used to measure the capacity at any point.
The capacity ratio is defined as Cmax/Crmin -
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Tig. 3(b). (Note that there can be a dec component to the ac bias.) This
case will be referred to as the “ac-bias case.”

With this background, the analysis of the problem is carried out as
presented in the following order.

First, the relations between the equilibrium charge and the voltage
across the device are presented. This leads to a general expression for the
capacity.

Next, relations are derived for de-bias case. These relations are then
compared with the experimental results for several silicon resistivities.
Also, curves are presented to show the highest capacity changes possible
with a dc bias.

The ac-bias case is then analyzed and the proper biasing to obtain
the optimum capacity changes are determined.

A relation for minimum cutoff frequenecy is derived and compared with
experimental values. Cutoff frequencies obtainable with very thin epi-
taxial films are caleculated. Experimental results of the effect of tem-
perature are also shown.

In the last sections a comparison is made between the performance of
the surface varactor and that of the junction varactor. Iinally a brief
comment is made for the case where the silicon resistivity shows a gra-
dient from the surface.

IV. BASIC THEORY — EQUILIBRIUM CHARGE RELATIONS

The theory of the surface varactor is an extension of the fundamental
theory of the space-charge region at the surface of a semiconductor

e e e
|
|
i CONDUCTION
||Vf /Y/ﬁ o2
I ——
i Coome—m——— i MIDGAP
A __,,.__/ - 1¥B ___ FERMI LEVEL
'ém s VALENCE
|
|
FERMI |
LEVEL
(< ———— g ——— >
METAL OXIDE SILICON

F1a. 4 — Potential diagram that exists across the metal-oxide-silicon surface.
Although the equation derived from it is quite general, this diagram is specifi-
cally for a p-type silicon biased so the silicon surface at the oxide interface has
inverted. The direction of the arrows refers to the positive value of the poten-
tials.
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when an external electric field is applied.’ The band picture that governs
in this case is shown in I'ig. 4. In general, a voltage across the device,
V., is associated with charge in both the space-charge region and the
surface states. In equilibrium these charges are given’ by the relations

Qe = £enie (e’ — 1) + X" — 1) + (A = A HY]
(=) for Y >0, (+) for Y <0, (1)
where

e is the electron charge
n; is the intrinsic density of clectrons

£ is twice the Deybe length

A is the doping density normalized to the intrinsic density
Y is the surface potential relative to the bulk in £7" units

and
Qu = el (Y) (2)

where the function F..(Y) includes the density of surface states and
their distribution within the energy gap. A third relationship can be de-
termined directly from I'ig. 4 by balancing potentials

Ve=on— (x+tus+ L,/2)+V,+ Y/ (3)

where

V, is the applied voltage
©om is the work funetion of the metal
x is the electron aflinity of the semiconductor
ug is the bulk potential difference of midgap to Fermi level
I, is the energy gap

and
V; is the oxide film voltage
and also
Q= Qi + Q. = C;Vs (4)
where

Q is the total charge and
C; is the capacity of the oxide film.

The general relation for the capacity of the structure under any con-
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dition is

o -9 _ ,dQd(Y/8)
v, dY dV,

Then, by differentiating (3) and (4),
C.iC;

C-a¥a )
where
_ L dQ
Cy =8 a7 (6)

This relation corresponds to separate capacitors in series, one being the
oxide film capacity and the other an effective silicon capacity. One must
be careful, however, in applying this concept of series capacitors. It is
not, for instance, completely equivalent to the case of a p-n junction
capacitor in series with a linear capacitor. In this latter case two sets
of positive and negative charges are encountered, one on the p-n junc-
tion and the other on the series capacitor. In the surface varactor, on
the other hand, only one set of positive and negative charges is present.

V. DC-BIAS CASE

When true equilibrium is maintained, differentiation of (1) and (2)
would suffice to determine the capacity explicitly. The result of this is

Csi = Csc + Css
where

dQ.. N1 — ) — N1 — &)
Ay e\e? — 1) + xier — 1) + (A — MY

¢ being the dielectric constant of silicon, and

Csc=6

dQss /
Css—ﬁ dY - BFSS (Y)'
Curve ABC’ with the dashed portion C’ of I'ig. 2 was calculated using
the above relation, setting C,, = 0.

However, as discussed previously, equilibrium is not normally at-
tained in the useful frequency range. We will now calculate the capacity-
voltage characteristic of a surface varactor subjected to a de bias and an
ac signal sufficiently rapid that minority carriers cannot equilibrate




810 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1962

within the duration of an ac cycle. In this analysis, the surface states
are also assumed to be unable to equilibrate, hence C,, = 0 and C,; =
C.. . The analysis is presented in the Appendix. The results are:
for p-type
esi)\%(] ) - Yy—2
i = 1 -1 *
C £(0‘Y—1+Y)f’f0ry > e A

e (y — 1)}
ho— e Y — )’

(7)

Cy = forY —1 < e'p?

where #, is defined by
Y1 — 1= 6y1>\—2.

Physically, when the surface potential is y; , the charge due to minority
carriers is about equal to the fixed charge.
For n-type

e f(1 — ¢")

st = T TR T2V - _1 I\’
C o = 1= 1) for —Y >e A

R P VRN
Cu = il L (, =1 , for =Y — 1 < e '\
=y — (Y — y)

(8)

where ¥, is defined by
-1 — 1 = Cyl)\Z.

The complete theoretical small-signal capacity vs voltage relation
can be calculated from (1), (2), (3), (4), (5), and (7) or (8). The pro-
cedure is to list values of Y and determine the capacity and voltage
common to each value of Y. It is seen from (3) and (4) that surface
states, Q,, , and work function difference, ¢, — (x + us + £;/2), can
cause an additive constant to the applied voltage V.. Nonzero values
of Q,,, however, can also cause more complex capacity variation with
voltage. Calculations for several resistivities, assuming work function
difference and @, to be zero, are plotted as dashed lines in Figs. 5
and 6.

VI. EXPERIMENTAL COMPARISON OF THEORY

Units were fabricated using silicon of 15 ohm em — p-type, 15 ohm
em — n-type, 0.2 ohm cm —n-type, and 0.029 ohm em — n-type.

*For Y = 0, Cy = GE V2.
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The technique used was to etch the silicon slice to 0.004 inch, evaporate
a metal contact on one side, and further etch the working surface to a
final thickness of 0.002. The slices were then etched into 0.040 inch di-
ameter dises and subsequently cleaned and thermally oxidized* at 920°C
for 30 minutes. The oxide thickness ranged from 300 A to 400 A, and
the active or contact area, obtained by pressing a gold point on the oxide,
ranged from 1 to 3 X 107" em®, or about a 2 mil diameter.

The capacity versus voltage measurements of several experimental
units with a 100,000 cps, 30 mv signal are presented in Figs. 5 and 6,
along with the theoretical quasi-equilibrium curves (by “quasi” it is
meant that the minority carriers do not reach equilibrium — curve C of
Fig. 2 instead of C’). The shape of the capacity-voltage curves agrees
reasonably well with the theoretical curves. Except for the 0.029 ohm
cm case there is a uniform voltage translation to negative values of 0.2
to 0.7 volts. Considering the surface states® to be at the oxide-silicon
interface, if the work function difference is zero, this voltage corresponds
to a particular charge (residing in the surface states) on the oxide ca-
pacity. Thus for a voltage translation, Vg, , Qs = V,Cr, which for 0.7
volts and a 300 A film corresponds to a donor surface state density of
5 X 10"/em’.

VII. VARACTOR QUALITY

Two quantities of importance for the performance of a varactor are
the ratio between the maximum and minimum capacities and the cutoff
frequency. Various figures of merit have been proposed that usually com-
bine these factors in various ways. The cutoff frequency is of greatest
importance in high frequency amplifiers, while the capacity ratio is im-
portant throughout the frequency range.

VIII. MAXIMUM CAPACITY RATIO

8.1 DC-Bias Case

The magnitude of capacity change with bias is given by the ratio
(Cmax/Cmin). Cmax is generally limited by and identically equal to the
oxide film capacity, C;, and Cyi, is determined by the space-charge
capacity (which is a monotonically decreasing function with bias) but
is limited by the maximum field, £, allowed on the oxide.* The field

* This field could also be limited by Zener breakdown of the silicon for very
low resistivities (p < .01) but these resistivities normally produce negligible
capacity change for this structure.
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must be limited to this value since dielectric breakdown of the oxide is
destructive. Using (5)

mex C/
= = . 9
o I+ 7 (9)

simin

The relation between the maximum field, %, , and the maximum band
bending, Y, , is given by (1) with ¢’ > X\*Y and is

el f)\%’
enig
Then to find Cj;,,, this value of ¥ should be substituted for ¥ in (7).

It can be shown, however, that for £, = 10° v/cm and A £ 10°, we have
Y u > 1. Thus, closely

YM = 21In

Csimin = eﬂ)ﬁ (yl — 1)%
£ 1N
and substituting into (9),
Cmnx — ef"G Y1
Chin Begint (yl - 1)% ’

This is plotted in IYig. 7 for a range of normalized doping density, A.
and oxide thickness, 8, using I, = 3 X 10° v/em. Ratios of over a hun-

1000
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%0
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S
\ \
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NORMALIZED DOPING DENSITY, A

Fig. 7 — The maximum capacity ratio obtainable as a function of A and
0<>ide thickness for the de-bias case. The maximum field on the oxide is 3 X 106
v/cm.
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dred are possible with the high resistivity (low A) material and de-
crease approximately as the one-half power of A.

8.2 AC-Bias Case

An important mode of operation of the surface varactor is large ac
bias signals superimposed on a de bias voltage. Such conditions occur in
low-noise variable capacitance amplifiers. Here we are interested in the
variation of the capacity during the ac cycle rather than the variation
of the capacity with de bias as discussed for the de-bias case (See Fig. 3).
In this presentation we will assume minority carrier equilibration can-
not occur during one period of the ac bias signal so that minority carrier
charge is fixed at its magnitude at the de component of the bias. Now
when large ac biases are applied, the field must terminate on exposed
fixed charges. Larger bending of the bands is obtainable than in the
pure dec-bias case, without exceeding the oxide dielectric strength, be-
cause the density of minority carriers at the oxide-silicon interface is
limited. This is shown by the following analysis.

The maximization of the de and ac components of the bias to attain
the greatest band bending is governed for either polarity of voltage by

ACCUMULATION INVERSION
- —_—
+Eed
-Efd ‘f
i BIAS

|
{
|
|

-VOLTAGE (4] +VOLTAGE

Fia. 8 — Representation of applied voltage in the ac-bias case. The solid
curve is the applied voltage, V., which is a sine wave displaced from zero by the
value of the bias voltage, Vi . The dashed curve, V, , is the fraction of the ap-
plied voltage which is carried by the oxide film. The vertical dashed lines are the
limits of voltage which can be safely carried by the oxide film, The diagram as-
sumes p-type silicon.
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the dielectric strength of the oxide. To avoid dielectric breakdown of the
oxide when bending the bands toward accumulation, as seen in Fig. 8,
Vac § VB _I- Efay (10)

where V' is the applied de bias, and V. is the zero to peak value of the
ac bias. And when bending the band toward inversion,

Vf = Ve — %1[ + Vs = Efaa (11)
where Y, is the band bending at the peak value of the signal. For the
greatest Y5 the equations are equalities. Solving (10) and (11)

1 YM

Vac = Ef6 + Q —E" (12)
and
1Y
Ve = 55 (13)

The charge in the space-charge region at the time of maximum bending
is given by the sum of the minority carrier charges* plus the acceptor
charges, the expressions for which can be obtained from the Appendix.
Thus if Q.. = 0

Q = Qsc = é/E/ = CTL{:E)\_ 7«‘3YB/2 + 0?’L,'(,\'.)/)\5YMi

where Y5 is the band bending at the de bias voltage. Note that the elec-
tron charge is determined at the de bias voltage. From which

Ys=2In [% — AYM%]. (14)

The charge at the dc bias point is

Q =0V, = ;—fB <Y7M — YB> = em: &N e"P? + en, NV (15)
Substituting (14) into (15)

Y‘M — 2 [éfEfA _ )\YM;] + 67’@36)\ 0
2 enig €

X [YM‘ — (2 In [eéf—fz — )\YM%:DZJ = 88K, .

* The expression for minority carriers is true only when e¥ 3372 3> Y 5 but when
large Y5 is desired this condition will be met.

(16)
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In the ac-bias case the restriction on the allowable number of minority
carriers (Y — 1 > ¢"\*) of (7) or (8) is not necessary, since lack of
sufficient generation keeps the minority carrier density low regardless
of the value of Y. Thus if

aQ
Co .. ==
min <6V Y=Y

we have

. _ fsi)\%
S’Lm‘ln £(Y}I . 1)%-

Substituting into (9) results in

Cmu.x €f£(YM - 1)Z
= =)
Cmin + 5855)\%

C

which with (16) determines the capacity ratio.

In Fig. 9, the Chax/Cmin ratio is plotted versus A for £, = 3 X 10°
v/em and a 100 A, 300 A and 1000 A oxide thickness. The capacity
ratio decreases with the one-half power of the normalized doping density,
A, over most of the range. Investigation of the equations show that for
low A the limiting factor is the necessity of keeping the oxide from break-
ing down when the bands are bent toward accumulation. For the high N
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Fi1c. 9 — The maximum capacity ratio obtainable as a function of A and oxide
thickness for the ac-bias case. The maximum field on the oxide is 3 X 10% v/em.
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material the limiting factor is breakdown of the oxide when the bands
are bent toward inversion.

In certain cases another limiting factor is encountered that is not
considered in the equations, which is breakdown of the silicon itself. This
oceurs when the voltage carried by the silicon, Y /8, is greater than the
avalanche breakdown voltage of a step junction whose high resistivity
side is of the same resistivity as the surface varactor. An avalanche in
the silicon creates sufficient minority carriers to restore true equilibrium
(minority carriers terminating nearly all the field) during the part of
the cyele when inversion should exist. This would increase the fraction
of the applied voltage appearing across the oxide and an irreversible
breakdown of the oxide might occur. Using known p™n step junction

10,000

108

5000

2000
1000

500 |

200

100

1o
(o]

n
(o]

o

Cmax
Vg IN VOLTS, Vac IN VOLTS, £

[§,]
CUTOFF FREQUENCY, fro, IN MEGACYCLES

2 2
1 . 102
05 s
02 2
o1 I [ [ | I B L 10
0.0l 002 005 ol 02 05 1 2 5 10 20 50 100

RESISTIVITY IN OHM-CM, N-TYPE

Fic. 10 — Maximum capacity ratio, Cmax/Cmin for ac-bias case, and the re-
quired biasing, Vz and V.., plotted against n-type resistivity. A 300 A oxide
thickness and an allowable field of 3 X 10° v/cm is used. The solid line f., shows
the cut-off frequency for optimum conditions of silicon thickness, while the
dashed line shows the effect of adding series resistance as described in the text.
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breakdown voltages® it was found that this was the limiting factor for a
portion of the doping density range for 8 = 1000 A. This range is shown
as a dashed line in Fig. 9.

The maximum capacity ratio obtainable with ac biasing along with the
values for optimum biasing are plotted against resistivity (n-type sili-
con) in Iig. 10. A 300 A oxide thickness was assumed. The curve for
cutoff frequency will be discussed in the next section.

IX. CUTOFF FREQUENCY

Assigning any one value of cutoff frequency to a varactor is difficult,
since it depends upon the bias and ac signal used. Uhlir,’ and Ueno-
hara,” and Pfann' have offered definitions which represent the varactor
as a capacity in series with a resistance. I'or small signal operation at a
bias V 5 the cutoft frequency is defined as

Jeo = 1/27RACs

where R is the resistance, A the area, and C5 the capacity per unit area
at the bias voltage. Large ac signals cause the capacity to change ap-
preciably during a cyecle, which means that if some effective time con-
stant is sought, it must involve a type of median capacity. The simplest
solution is to determine a minimum f, for any mode of operation by
choosing the highest possible capacity, namely the capacity, C; , of the
oxide film. The minimum cutoff frequency is then:

1

2rRAC,’ (17)

feo (min) =

Reducing the silicon thickness increases the cutoff frequency since it
decreases the resistance. However, this thickness cannot be less than
8(esi/€)[(Cmax/Cmin) — 1] which is the width of the space-charge layer
at maximum voltage, in order to obtain the desired capacity change.
This optimum thickness may be obtained by using very thin epitaxially
grown films. Table I shows the resistivity and thickness of the epitaxial

TABLE 1
Epitaxial Film Quality, Q at 1 kmc
Cmax/Cmin .

Resistivity Thickness Metal Base 0'6];2'55%311 ;l(;r}:\n;:m
0.03 ohm em 910 A 2 5300 318
0.044 1820 3 1800 281
0.060 2730 4 890 241
0.078 3640 5 510 200
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film necessary for particular capacity ratios using an optimum ac bias
and assuming a 300 A oxide. Using an operating frequency of 1000 mega-
cycles (1 kme), the calculated quality, @, of the unit using the maximum
value of capacity is tabulated for each capacity ratio for two different
conditions. The first is for an epitaxial film deposited on a metal base
which will give the highest possible @. The second is for a film deposited
on a 0.6 mil thick wafer of 0.001 ohm cm silicon and also assumes a 0.15
ohm package resistance (AC; = 2 uuf). The silicon resistivity and the
package resistance were chosen as representing present practical limi-
tations.

These results are also plotted in IFig. 10, where the solid line labeled
feo shows the cutoff frequency for deposition on a metal base and the
dashed line shows the high frequency deviation caused by adding the
silicon substrate and package resistance. The optimum silicon thickness
is assumed in both cases.

Experimental measurements of the capacity of a 15 ohm cm, n-type
0.002 inch thick, surface varactor were made at frequencies up to 150
me. The unit was biased into accumulation to give the maximum capac-
ity, which is essentially that of the oxide. IFrom impedance considera-
tions, this effective capacity as measured by a capacity bridge is given by

Cur = AC/VT + (26fRAC)?

where f is the frequency of measurement and R is the series resistance of
the device. As shown in I'ig. 11 the experimental points of C.; versus f
are well fitted by a line corresponding to AC (=ACm.x = ACy) of 3.1

=1

1.0 K

0.6

04

EFFECTIVE CAPACITY IN upuF
T
A

0.2 1 | | 1] | | | i1
1 2 4 6 8 10 20 40 60 80100 200
FREQUENCY IN MEGACYCLES PER SECOND

Fic. 11 — Effective capacity vs frequency for a 15 ohm em, n-type, 0.002 inch
thick, surface varactor. Experimental points lie on theoretical curve for a series
RC in which R = 2060 ohms and C' = 3.1 uuf.
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puf and B = 2060 ohms. I'rom Fig. 11 or (17), this device biased in the
high capacity range exhibited a cutoff frequency of 25 me. When the
same device was biased in the minimum capacity range (0.15 uuf) it
exhibited no change in effective capacity up to 150 me.

Using a one kilomegacycle waveguide, two 0.2 ohm cm units 0.001
inch thick gave the results for capacity and resistance shown plotted
against applied bias voltage in IMig. 12. I'rom the maximum capacity
and the corresponding resistance indicated, the caleulated minimum cut-
off frequency is 7000 me.

To study possible frequency effects on the dielectric constant of the
oxide films, capacity versus frequency measurements were carried out
on an oxide grown on a heavily doped silicon crystal (.0013 ohm cm)
where the contribution of the silicon space-charge capacity is negligible
and the cut-off frequency is far in excess of the measuring frequencies.

2.5 25
UNIT NO.1 o UNIT NO. 2
- // 20
/ )
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I
(o)
o 1o Z 15
l w
B! s
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z i
> n
£ uNITNO.2 | 4
g w UNIT NO.1
g, p —
G .o w 1o
— z
w
12
0.5 5
0.20HM-CM, N-TYPE
PACKAGE CAPACITY !
e e . IMIL THICKNESS
0 s}
-2 -{ 0 { -2 -1 o] 1
VOLTS VOLTS

F1a. 12 — Measurements made at a 1,000 megacycle frequency for two units
of 0.2 ohm em n-type whose wafer thickness was one mil. On the left are capacity
vs voltage curves and on the right are the series resistance vs voltage curves.
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From the results, the dielectric constant could be represented by the re-
lation € = &(1 — 0.0465 logie f) where f is in megacycles and ¢ is the
dielectric constant at one megacycle. This relation was obtained in the
range of 0.5 to 100 mec. These results are similar to those obtained for
silica and other glasses.® If one extrapolates the above relation, the di-
electric constant at 100,000 me would still be 77 per cent of the dielectric
constant at one megacyecle.

X. EFFECT OF TEMPERATURE

The effect of temperature on the characteristics of the surface varactor
was examined using a 0.2 ohm cm, n-type, unit with a 15 mil diameter
evaporated contact. The unit was cycled between 25°C and 90.6°C and
between 25°C and —73.5°C. The capacity versus voltage curves at vari-
ous temperatures are shown in Iig. 13. The results indicate two points
of particular interest. (1) As the theory predicts, there is little change in
both maximum and minimum capacities over the above temperature
range. (2) There is a lateral shift with temperatures of the capacity
curves along the voltage axis (about 1 volt between —73°C and 90.6°C).
Less than one-half of this shift can be accounted for by the change in
contact potential (due to the shift of the Ifermi level in the silicon with

180

160 =9

140 /
so.% /
120 &5
[ 25°
100 ; -73°C

7
80 /Lo’l

40

CAPACITY IN /L F

0.2 OHM=-CM,N-TYPE
20

-3 -2 -1 0 i 2
VOLTS

Fig. 13 — Experimental capacity vs voltage curves of a large area, 0.2 ohm
cm n-type unit taken at the temperatures of 90.6°C, 25°C, and —73°C.
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temperature). The remainder of the shift is not understood and is pos-
sibly associated with surface states.

XI. COMPARISON WITH STEP JUNCTION VARACTOR

Comparison of the surface varactor with the step junction varactor
shows that neither device can be considered superior over the entire
range of possible applications. For parametric amplifier use, the cutoff
frequency, capacity ratio (amplification factor), the bandwidth, and the
impedance level will effect the comparison and must all be considered.
Therefore, some initial ground rules will be used to obtain a comparison,
and then specific factors will be discussed which affect the comparison
in various portions of the frequency range. The entire comparison is done
on the basis of theory.

The ground rules are: <. the surface varactor is constructed of n-type
silicon of optimum thickness, #. the silicon dioxide layer is 300 A thick
and has a dielectric strength of 3 X 10° v/em; 47Z. the junction varactor
is constructed as a p™n step junction whose n-type thickness is the
minimum necessary to contain the space charge width; . the surface
varactor is ac biased with optimum values; ». the junction varactor is
biased from zero to the theoretical breakdown voltage; and 7. resis-
tivity values refer to the n-type region of both structures. During the
discussion reference will be made to Fig. 14 which shows the comparison
of capacity ratio based on the cut-off frequency.

1000
500 A-USING FORWARD BIAS
B-USING NO FORWARD BIAS
200[-
o 100
= SURFACE VARACTOR
04 50# /I
>
[
g 20
& ’— /4
S 1o JUNCTION VARACTOR <=~
5.—
Jv-AWN
\\
V-8
Zr ‘|SV sV
118 A T U AU UNN R SN TSN TR AN S SN AN SN SO SN S B!
107 2 % 08 2 5 409 2 3 o0 2 5 yon 25 4o2 2 5 43

CUTOFF FREQUENCY IN CYCLES PER SECOND

F16. 14 — The optimum capacity ratio plotted against cutoff frequency for
the surface varactor (SV) and the junction varactor (JV) using no forward bias
(curve B) and using maximum allowable forward bias (curve A). The dashed lines
show the deviation due to adding series resistance.
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11.1 Ultimale Frequency Range up to 10” cps

We will consider first that part of the frequency spectrum where both
structures are made of resistivitics above 0.1 ohm em. IFor the assump-
tions used this includes cutoff frequencies up to 10" cps. In this range
the capacity ratio of the surface varactor is considerably higher than
the junction varactor. This is because the zero-bias space-charge width
of a junction is much wider than the oxide thickness, producing a higher
Chmax for the surface varactor. To a lesser degree for the surface varac-
tor, the oxide limits the voltage on the silicon to values below that
needed to cause avalanche, which keeps the Cy.in of the surface varactor
from becoming as low as that of the junction varactor.

If the oxide thickness is increased to the value which allows an ava-
lanche breakdown voltage on the silicon, it is found that the Cuax is
the same as the zero-bias capacity of the junetion varactor and the ca-
pacity ratios are identical. However, if cutoff frequency is important as
well as capacity ratio, the oxide thickness should always be made as thin
as possible. IFor the same capacity ratio, halving the oxide thickness al-
lows the resistivity to be halved, thus doubling the cutoff frequency.
The limit on the oxide thickness should be set by the bias voltage re-
quired, but a practical lower limit of 100 A is recommended.

Thus, in this resistivity range, the junction varactor biased from zero
to the breakdown voltage can be thought of as a surface varactor with
an oxide thickness of greater than 300 A, which puts it at a disadvantage.
This is shown in Fig. 14 by comparing the surface varactor with the
junction varactor curve B.

11.2 Storage Capacity in the Junction Varactor

The use of storage capacity in the junction varactor can be of sub-
stantial benefit in the lower frequency range if the device is tailored for
its use. Storage capacity in farads is given by the relation:

Coe = (g/2kT) I,

where [ is the current in amperes, and 7 the lifetime of the n-type silicon
in seconds. A limitation on the lifetime is that in order for the junction
to recover within a cycle, the lifetime must be equal to or less than the
reciprocal of the highest frequency to be used. Allowing for this, it can
be shown that if the area of the junction is kept at a minimum (2 X
107° em®) and the forward current is about 5 ua, the junction varactor
under optimum lifetime conditions will attain superior performance for
ultimate cutoff frequencies of less than 230 me. In Fig. 14 compare curve
A of the junction varactor with that of the surface varactor. However,
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for the lowest frequencies, operation in the forward-bias direction would
result in a lossy device as the resistive impedance would become less
than the capacitive impedance.

11.3 High Ultimate Frequency Range

The comparison for resistivities lower than 0.1 ohm cm is of great
interest because ultrahigh cutoff frequencies are possible with both struc-
tures. The capacity ratios become equal (with a value of three) at a
cutoff frequency of 2 X 10" eps. Ior higher cutoff frequencies the ca-
pacity ratio of the junction varactor is higher than the surface varactor.
Allowing a forward bias of 0.5 v (below that required to produce ap-
preciable storage) the cross-over point is 6 X 10" cps, with a Cumax/
Cmin = 4.6. However, in order to take advantage of the high ultimate
feo the epitaxial layer thickness would have to be a few hundred ang-
stroms. In addition, in order to maintain a reasonable circuit impedance,
due to the high capacity per unit area, the diameter of the junction area
would have to be less than one mil.

11.4 Iffect of Series Resistance

If practical limitations of series resistance of the silicon substrate and
the package connection are included, the surface varactor has the ad-
vantage in cutoff frequency because of the lower values of Ci.x for the
surface varactor. Using a 0.6 mil thick, 0.001 ohm cm substrate and a
0.15 ohm package resistance, the cut-off frequency of junction varactor
devices is maximum at 2.6 X 10" cps for a Cmax/Cmin ~ 3. Under the
same conditions the surface varactor has a 2.8 X 10" eps f.o for Comax/
Cmin = 3and a 3.2 X 10" ., for Cuuax/Crmin = 2, as shown by the dashed
lines of I'ig. 14.

XII. ADDITIONAL COMPARISONS

There are some important differences between the structures of a
practical nature. One is that the voltage across the oxide of the surface
varactor must be controlled so as not to exceed its dielectric strength.
The dielectric strength is normally between 3 X 10° and 10" volt/cm.
If this value is exceeded, the device is permanently ruined. Thus, the
junction varactor is considerably more rugged in regard to over voltages.

However, the oxide is also an aid since low-resistance ohmic contacts
to the semiconductor are not required. Indeed, even the bottom contact
can be applied to oxide. The characteristics are not affected since the
area of the bottom contact is large compared to the field plate area.
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This is especially true if the bottom surface is made degenerate. Elimina-
tion of the need for ohmic contacts could be quite useful for some I11I-V
compounds like gallium arsenide, as well as silicon.

Another important practical advantage of the surface varactor is that
the diffusion or alloying of junctions, which may be particularly difficult
for very thin epitaxial films, is eliminated.

XIII. NONUNIFORM RESISTIVITY EFFECTS

The relations describing the capacity-voltage dependency all assumed
a constant resistivity in the space-charge region. However, substantial
changes in this dependency can be advantageously obtained using a
varying doping level in the surface region. This might be accomplished
by diffusion or epitaxy techniques. If the surface resistivity is high and
gradually becomes lower going into the material, the dC'/dV | msx will be
lower. If the surface resistivity is low and becomes higher progressing
inwards, the dC/dV | ...« will be higher. This is analogous to a retrograde
junction varactor. A case agprommatlng the latter case has been calcu-
lated. This assumes a 1000 A surface skln of 0.4 ohm ecm (A\™" = 10°) on
body material of 3 ohm em (A~ = 10°). A comparison of this case and
that without the skin shows that the maximum slope dC/dV has been
doubled. Tailoring the resistivity could also be used to attain a linear
dependency over a large portion of the capacity charge.

XIV. COMPARISON OF SILICON AND GERMANIUM

To determine if germanium would make a better surface varactor than
silicon it will be assumed that the thickness and dielectric of the oxide
film is identical (as it could be for evaporated films) and the resistivity
and optimum thickness are such as to produce identical cutoff fre-
quencies. If this is done for large Y it can be found that the capacity
ratio of the germanium varactor will be (ei/ee)i(pee/msi)t = 1.17
times the capacity ratio of the silicon varactor. Ifor smaller Y, (corre-
sponds to higher cutoff frequencies) the advantage for germanium will be
smaller but always greater than one. The same reasoning shows that
n-type silicon is to be preferred over p-type silicon because of the higher
mobility of electrons. For better varactors, the semiconductor should
have a high mobility and a low dielectric constant.

XV. CONCLUSIONS

Using thermally grown oxide on silicon, experimental models of a sur-
face varactor structure have been fabricated and tested. The experi-
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mental results are in reasonable agreement with predictions of de-bias
performance, based on theoretical considerations. These calculations take
into account nonequilibrium conditions existing when the period of the
imposed signal is short compared to the time required for minority car-
rier generation.

For the structure used, it is shown that the usable capacitance ratio
increases with the silicon resistivity, while at the same time the zero-bias
cutoff frequency of the device decreases. IFor operation at higher fre-
quencies, the device will have a cutoff frequency and a capacitance ra-
tio close to that of a comparable p-n junction varactor operated on the
reverse bias portion of its capacity-voltage characteristic. Detailed com-
parison of the surface varactor and the junction varactor is difficult be-
cause of the necessary assumptions regarding series resistance. These
assumptions will be affected by the state of the technology and can even
change the result of the comparison at high frequencies.

However, at medium frequencies the performance of the surface varac-
tor is equivalent to the junction varactor, and at still lower frequencies
is superior. The latter result follows from the larger usable capacitance
ratio available in the surface varactor, since an equivalent capacitance
ratio can be obtained with the junction varactor only at the expense of a
large voltage swing, or by operation in the forward-bias direction, where
the junction is a lossy element.

The most attractive feature of the surface varactor is its simplicity.
The device can probably be fabricated without the need of a low-resist-
ance ohmic contact to the semiconductor, and with a small active area
and low capacitance. Thus, for high frequency use, in some cases where
high contact resistance to the semiconductor or high capacitance is a
limiting factor in the performance of a p-n junction varactor, the surface
device may well prove to be superior.

It is noted that new materials and techniques, e.g., the use of thin
epitaxially grown films and semiconductors other than silicon, may pro-
duce substantial increases in the cutoff frequency of the surface varactor.
Therefore the comparative performance of the surface varactor and the
junction varactor must be re-evaluated as these techniques, applicable
to fabrication of both types of device, become available for use.
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APPENDIX

Derivation of DC Bias Capacity

In this appendix, the capacity relations for the de-bias case, (7) or
(8), will be derived. The difficulty in carrying out this derivation rigor-
ously is that the minority carriers (clectrons in this derivation) cannot
be allowed to change in number from the value attained with the de
bias alone. Therefore, simply taking the derivative of (1) to obtain
capacity is not valid over the whole range of Y. However, differentiation
of (1) is valid when the value of Y is such that the number of minority
carriers is so small in comparison with the total charge that any change
in its magnitude can be neglected. In order to make this comparison of
charge contribution, expressions for the charges on minority carriers and
on exposed impurities (acceptors minus holes) will be obtained. For the
purpose of this discussion, p-type (A >> 1) will be assumed. The exposed
acceptor charge is

Q. = eni)\f (1 —e") dx.
0

The expression for the potential gradient dy/dx is’

W2 — D) +3 @ =D+ =2yl ()
r £

For values of Y from zero to a value approximately determined by
e\ = Y — 1 the second term in (18) can be neglected, and one ob-
tains from the above relations,

Qo = eni@\(Y — 1+ )} (19)

The electron charge is @, = @ — @, where @ is obtained from (1). Thus
for the range of ¥ where (19) is valid we have,

Q. = ens@\i(e™ — 1+ 1)* {[1 + )\2(66‘1’__1 1_-+YY):|z - 1}.

When ¥ — 1 = ¢"A7%, we have ¢ ¥ < 1 and ¢’ >> y, so
Q.= (/2 — Dene\ (e = 1 + V)L
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Thus at the limit of ¥ where (19) is valid, Q. is (/2 — 1)Q.. Then ac-
cording to the initial premise we may write for all values of ¥ up to a
few kT of the large positive value where e’ = \*(¥V — 1),

d

Coi = By len:eNi(e™” — 1 + Y)Y

or

C.. = esi)\%(l — G_Y)
Yol =14+ )V

At higher values of ¥, where ¢’ > M(Y — 1), the electron charge be-
comes dominant and a different approach is necessary. However, it is
still the exposed acceptor charge (acceptors minus holes) which is vary-
ing with the ac signal. Therefore, the only change of charge takes place
at some effective distance X, into the semiconductor where the boundary
between exposed and unexposed acceptors exists. The resulting differ-
ential capacity is, therefore, given by

(20)

AQ €s;
Csi = = . 21
AV X, (21)
Ior positive values of ¥ up to ¢e'A™ = ¥ — 1, the effective distance X,
is, from (20) and (21),
e ENTHeTN —1 4
C“' (1 —_ e“’)
For larger band bending, a region near the surface will be composed
predominately of minority carriers. Let the thickness of this region be
X,,and at X;,y = y1. 1 is determined by 3, — 1 = A% Now for a
band bending ¥ at the surface, (18) gives

X, = exi(e* — v, (23)

X, = Yy (case of depletion). (22)

The width of the remainder of the space-charge region X, is obtained
from (22) by setting ¥ = ¥, . The total width of the space-charge re-
gion X; + X, = X, is then given by:

X,o~ 8N H(yp — 1) 4 ent(e™? — %) (case of inversion). (24)
Thus a close approximation for the capacity when Y > y; is

Esi)\%ve_l(yl - 1)%
o — e Y — )’

Csi =

Space-charge thicknesses obtained from the above approximate relation
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was compared with those obtained by the alternative and more rigorous
approach of numerically integrating (18). For A = 10°, for instance, the
maximum error for C,; is 1.2 per cent on the low side.

LIST OF SYMBOLS

A — active area of device, cm®

C — total capacity, farads/cm®
C,; — capacity of silicon, farads/cm®

C'; — capacity of film, farads/cm®
C,. — capacity of space charge, farads/cm’
C,, — capacity of surface states, farads/cm®
C s — total capacity at de biag, farads/cm®

d — silicon thickness, cm
E;— maximum field to be allowed on oxide film, volts/cm
I, — energy gap, volts

F..(Y) — density of surface states, cm™
fw — cut-off frequency, cps
— frequency of measurement, cps

— 4/26“ — 48 X 10~ em
ent

— density of minority carriers, cm
n; — density of holes and of electrons in intrinsic silicon —
1.5 X 10° em™
ns — density of electrons in body, em™
Q — total charge, coul/cm’
Q.. — charge in space charge of silicon, coul/cm®
Q.. — surface state charge, coul/cm’
Q.— charge due to electrons, coul/em’
Q. — charge due to acceptors, coul/cm’
R — series resistance of silicon, ohms
u — bulk potential difference of midgap to IFermi level
V. — applied voltage, volts
V 5 — de component of ac bias, volts
V; — oxide film voltage, volts
Ve — ac bias voltage (zero to peak)
x — distance into silicon from surface, cm
X, — distance from surface to effective acceptor boundary, cm
Y /8 — potential of surface compared to body, volts
y — potential at any distance x from the surface, £7" units
y1 — potential defined by y; — 1 = ¢\~
Y » — maximum value of surface potential, k7" units

-3
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Y » — surface potential at bias voltage, k7" units
B—e/kET = 38.5 at room temperature
6 — oxide thickness, cm
€: — dielectric of silicon — 1.06 X 107" farads/cm
¢, — dielectric of oxide — 3.4 X 107" farads/cm
N Ps
np n;
u — mobility, em®/volt-sec
p — resistivity of silicon, ohm/cm
on — work function of metal, volts
¢, — strength of inversion, volts
x — electron affinity of semiconductor
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Reswitching of Connection Networks

By M. C. PAULL
(Manuseript received November 28, 1961.)

In certain types of connection nelworks, it is always possible to unblock
a blocked call by moving calls already set up in the network. The following
results relating to these networks are derived in this article.

1. Bounds on the number of calls which must be disturbed to unblock
a blocked call.

2. Bounds on the relation between the number of calls which are already
set up in the network, and the number of calls that must be disturbed to
unblock a blocked call. <

3. Methods of systematically changing connections to unblock a blocked
call.

I. INTRODUCTION

In a three-stage network of the type pictured in Fig. 1, it is possible
that a connection between an input and an output cannot be made
despite the fact that neither is already connccted. This could happen if
other connections already occupy at least one link in every possible
path between the input and output in question. As first established by
Slepian,! a blocked connection in such a network can be unblocked by
rearranging the connections already set up in the network. Slepian
further showed that such a rearrangement would never require disturb-
ing more than 2n — 2 calls, where the size of the switches in each stage
is n by n, and there are n switches per stage. In the first sections of this
article I give a proof that to unblock a comnection in such a network
in no case requires disturbing more than n'— 1 calls, and furthermore
for every n > 1 there is at least one network state in which n — 1 calls
must be disturbed to unblock a blocked connection.

In subsequent sections various generalizations upon which partial
results have been obtained are discussed. These include results on differ-
ent network configurations, and networks having more than three
stages.

As discussed in the body of this paper, the physical consequence of a

833
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network change is to momentarily disturb network connections — to
open some of these connections during the time that changes are being
made. Depending on the application of the network, and the time dura-
tion of the disturbance caused by the change, this disturbance may or
may not be of serious consequence. In an electromechanically operated
network used to connect telephone calls such disturbances might result
in disturbing conversations carried by the network. Fortunately, one
can design switching networks and find change algorithms for such
networks such that there will be no such disturbances. In the Appendix
such a network and algorithm is described.

II. MATHEMATICAL MODEL

2.1 The Network

We first nced a mathematical model of the network of IFig. 1 (which
will simply be called “the network” from now on) in which we may con-
veniently represent the possible states of the network, and in which the
basic properties of this particular type of network are made exact.

15T STAGE 2ND STAGE OR 3RD STAGE
OR INPUT QEgUSTxHZﬁ INTERMEDIATE OR OUTPUT
SWITCHES v SWITCHES SWITCHES
— b l—
n N | T
INPUTS ! 1 A I 1 I
PER SWITCH| | } |
) ] L ' L
T ] 1 T
{ 2 | B { 2 }
I |
L 1 . i
| ! ]
I | {
| | |
I i |
| | |
I i |
| , |
| I |
.y ] ] ] I T
| i I
I | I B
L i i I l L
n 2NP STAGE
SWITCHES

Fig. 1 — Three-stage network suitable for reswitching.
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NO BI HERE
Y
6
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[es]
3 BLOCKED
R zZ|4| B CONNEC- l«~—NO A HERE
TION
I
5
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Ry 3|3
- TO UNBLOCK:
2 1. CHANGE CIRCLED A'sTo B's
R, 22| A B 2. CHANGE CIRCLED BSTO A's
3. PUT AN A IN(Ry,Cy)
y Rs IS UNDEFINED
1 2 3 4 5 6

T
'OUTPUT SWITCH NUMBERS -
C, Cs C, Cs C,

Fig. 2 — Matrix for representing the state of a three-stage network. The state
pictured in the figure is illustrative of a typical blocked state as discussed in the
sufficiency part of theorem 1.

We will represent the connections existing in a given network state
by a set of symbols entered in a matrix (Iig. 2). The matrix has n
columns and n rows, and there are n possible symbols which may be
placed in any matrix position. Each position may contain from zero to
n symbols. The n rows correspond to the n-input (first stage) switches;
these are numbered 1, 2 --- n. The n columns correspond to the n-
output (third stage) switches, and these are numbered 1, 2 - - - n. The n
symbols correspond to the n intermediate (second stage) switches. To
indicate a position in the matrix we use the ordered pair (a, b), where a
is the row and b is the column. An entry, say @ in matrix position (a, b),
corresponds to a connection from input switch a through intermediate
switch @ to output switch b. No entry in (e, b) indicates the absence of
any connection from a to b. Although the matrix entry does not indicate
which input line is connected to which output line, it does uniquely
specify the links (links are the nodes in which first and second, and
second and third stage crosspoints meet) involved in such a connection.
TFor our purposes this is the important property of a connection from an
input to an output line.

There are certain restrictions on the set of connections (network state)
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which can exist in a network of the type of Fig. 1. These must be re-
flected in restrictions on the set of entries possible in our matrix:

4. There can be no more than n symbols in any row or column. This
corresponds to the fact that there only » inputs to each input switch and
only n outputs from each output switch.

7. Notwo symbols in any row (column) may be the same. This corre-
sponds to the fact that each input (output) switch has only one connec-
tion to each intermediate switch. If the same symbol appears more than
once in a row or column, the different appearances of the symbol will be
said to conflict.

A matrix with entries meeting the above restrictions will be called
“legitimate,” or the entries will be called “legitimate.”

2.2 Blocking-Unblocking

Given a matrix with a set of entries, corresponding to a network
having a corresponding set of connections, it may be impossible to make
an entry in (a, b) and still have a legitimate matrix. This corresponds to
the impossibility of setting up an additional connection between input
switch a and output switch b. The two possible reasons for such an
oceurrence are:

7. There are already n symbols in row a or n symbols in column b.

72. There arc already a total of n different symbols in row a and
column b, but there are less than n symbols in row «a, and less than n
symbols in column b.

If 7. holds, (a, b) will be said to be trivially blocked. This corresponds
to the case where either all input lines to input switch a or all output
lines from switch b, or both are already connected.

If 7. holds, (a, b) will said to be blocked, or legitimately, or non-
trivially blocked. This corresponds to the case in which an input line
on switch a cannot be connected to an output line on switch b despite
the fact that neither is already connected.

Note we do not have to be specific about input and output lines,
because a connection between an input and output line is legitimately
blocked if and only if their corresponding switches are legitimately
blocked. This is so because all switches in the network are non-blocking.

We will speak about changing connections of a network in a given
state. By this we will not mean changing the input and output switch
involved in the connection, but changing only the intermediate switch
involved. That is, if a network has a connection between a certain input
line and a certain output line before a change, it will still have a connec-
tion from the input to output line in question after the change. In terms
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of our matrix a change corresponds to changing the symbols at various
positions, but a change leaves the number of symbols in any position
unchanged. A legitimate change is one which does not result in a matrix
(set of network connections) which violate restrictions <. or #7. of Section
2.1.

By unblocking a blocked connection (a, b), we mean making legitimate
changes in matrix symbols (network connections) in such a manner as
to provide that there are a total of at most n — 1 different symbols in
row a and column b. In the sequel we prove a theorem on the maximum
number of such changes which are sufficient and necessary to unblock
any connection.

2.3 Theorem 1

In order to unblock a blocked connection in a network, no more thann — 1
changes are required. For any n > 1, there are network states in which a
conneclion is blocked that require n — 1 changes to unblock that connection.

Proof. Figures 2 and 3 are provided to aid the reader (and the author)
in following the proof.

2.3.1 Sufficiency

Assume (ry, ¢;) is non-trivially blocked. This implies that there is a
symbol, say A, in column ¢ which does not appear in row r; . Because if

n A
Q,Q
n-1 | B
e n-z AFTER ANY CHANGE WHICH
: UNBLOCKS (1,1), THE SYMBOLS
! | ! ! ! | IN % POSITIONS MUST BE
! ! ! } THE SAME, THE SYMBOLS
! [ ! IN ¥ POSITIONS MUST BE
—— THE SAME, AND THE
% Q,Qz, SYMBOLS IN % POSITIONS
3] A —Q MUST BE DIFFERENT
n-2 THAN THOSE IN & POSITIONS
Q17Q27
&
2 x| B
A ) Qn-2
(%
~Qp.z ]
1 2 3 n n

(1,1) IS BLOCKED

Fig. 3 — Matrix representation of the blocked network state which requires a
maximum of changes to be unblocked.
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there were no such symbol, then every symbol in column ¢; would also
appear in row 71 . And since all n symbols must appear in the union of
column ¢; and row r; (condition for non-trivial blocking), it would
follow that all n symbols appear in column ¢; making (¢; , 1) trivially
blocked, a contradiction of our hypothesis. Similarly there must be a
symbol, say B, in row r, which does not appear in column c; .

Let A be in (r2, c1).

Let B be in (ry, ¢2).
Thus far we have completely defined:

1, the row in which the blocked connection appears,

¢1, the column in which the blocked connection appears,

e, the row in which the 4 in column ¢; appears, and

¢2 , the column in which the B in row r; appears.

Now we wish to define other rows and columns:

r3 , the row in which an A appears in column ¢, if there is such a row

(otherwise 73 is undefined),

¢3 , the column in which a B appears in row 7. if there is such a column

(otherwise ¢; is undefined),

4, the row in which an A appears in column ¢; if ¢; is defined and

there is such a row (otherwise 7, is undefined),

¢4, the column in which a B appears in row r; if 73 is defined and there

is such a column (otherwise ¢4 is undefined).
In general, for all 7 > 1:

r; is defined to be the row in which 4 appears in column ¢;_;, pro-
vided c¢;—1 is defined, and provided that A does appear in column
¢;i1 - If not, r; is undefined.

¢; is defined to be a column in which B appears in row 7;_; , pro-
vided 7;_1 is defined, and provided that B does appear in row r;_; .
If not, ¢; is not defined.

The above definition has the important property that if ; and r; are
both defined, and 7 5 k, then r; 5 7, . Also, if ¢, and c; are both defined,
and j # k, then ¢; # ¢; . This is justified by the following argument:
consider the sequence

T1,C,T2,Ca, " Ti,Ci, *** Tny Cn. 1

Assume there is a first member equal to a previous member of the
sequence.

This is either a row or column.

1. Assume row r; is the first member of the sequence which is both
defined and the same as a previous defined member, say i , & # 5. First
of all &k cannot be 1 since r;, 7 > 1 is defined to have an A in it, and
row ryhasno A init. Sor, £ r;,7 > 1. Now then assume & > 1,7 > 1,
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j #% k. Then an A appears in (ry , ¢x1), and in (r;, ¢j—), (by our defini-
tion of r;). So unless ¢,-; = ¢j_1,7 — 1 # k — 1, there would be two
different A’s in row 7, = r;. There cannot be two different A’s in a
single row. Therefore ¢,_; = ¢;—; . But this contradicts the assumption
that the first member having this property is row r;. That leaves only
the possibility of column ¢; being the first such member.

2. Then assume column ¢; is the first member of the sequence which
is both defined and the same as a previous defined member, say column
el # 7. Then k 5 1, because ¢; has no B, and ¢;,7 > 1 does by defini-
tionof¢; . If &k > 1,7 > 1,k £ j and ¢; = ¢, then for similar reasons
to those of the above paragraph r;.1 = r._;. Therefore our second
assumption, ¢; = ¢, is also contradicted, completing the proof.

Having shown that the defined members of (1) are distinct, we wish
now to examine this sequence further. For convenience it is rewritten
below.

TiyCiy,To, =t 1jyCiy T,y Oy (1)

There is a first member of this sequence which is defined but whose
succeeding member is undefined, say c¢; . Sinee ry,1 is the first member
of the sequence which is undefined, it follows from the definition of 7;
that there is no 4 in column ¢, . We then know that according to our
definition of ¢; and r; the following matrix positions contain A’s

('r? ) cl); (7'3 ’ 62); e (rf > cf—l)

and the following contain B’s
(r1, ce); (re, €); -+ (rp—1, €5)

Now in order to unblock (7, ¢;) we make the following changes.

2.3.2 Change Algorithm

Change the original B’s to A’s in columns ¢;:if = 3,5 «-- fif fis odd
(or in columns 7 = 2, 4 --- if f is even). This involves changing B’s to
A’sinrowsr;ij = 2,4 ---f—liffisodd (j =1,3---f — 1if fis
even).

Change the original A’s to B’sinrows r;,j = 2,4 ---f — 1,if fis
odd (j = 3,5 .-+ f — 11if fis even). This involves changing A’s to B’s
incolumnse¢;: 7 = 1,3, ---f — 2, if fisodd ( = 2,4 ---f— 2,if f
is even). Note that the total number of changes is f — 1.

We see that if f is odd then after the change (r1, co) will still contain
a B, but (r;, ¢;) which formerly contained an A now contains a B.
Therefore an A may now be legitimately placed in (r1, ¢;). A similar
argument holds if f is even.
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It remains to show that the changes we have prescribed do not lead
to any conflicts. For this demonstration assume f is odd. (A similar
argument holds for f even.) The only conflicts possible must involve
A’s and B’s, since these are the only symbols changed and resulting
from the change. Furthermore, the only conflicts possible are in rows
71, re ++- 77 or columns ¢, ¢z - - - ¢;, since these are the only rows and
columns in which changes were made. Also, at most one A has been
added to any row or any column. Similarly, at most one B has been
added to any row or column. Before the change there were single A’s in
columnsc¢;,j = 1tof — 1,and in rows 7;, 7 = 2 to f. As a result of
the change single 4’s were added to columns¢;, 7 = 3,5 --- fand no
others, and torows »,;,7 = 2,4 --- f — 1 and no others. So it is only
these columns and rows which could possibly contain more than one A.
But these columns and rows each contain only a single A, because
although an A has been added to each, the original A in each has been
changed to a B. For according to our prescribed changes, the original
A’sinei: i = 1,3 .- f — 2 were changed to B’s. This takes care of
all columns to whichan A was added except column ¢, , and column ¢, did
not originally contain an A. Also, the original A’s in rows r;t ¢ = 2,
4 --- f — 1 were changed to B’s and this takes care of all rows to which
an A was added.

Again as a result of the change, single B’s were added to rowsr;: 7 =
2,4,6,---f — 1, and to columnse¢;: 72 = 1,3, 5 --- f — 2. It is there-
fore only those columns and rows which could have more than one B.
But the original B’s in columns ¢; ,j = 3,5 - -+ f have been changed to
A’s. This takes care of all columns to which a B was added except
column ¢; , and column ¢; originally did not have a B. Also, the original
B’sin rowsr;: 4 = 2,4 --- f — 1 were changed A’s and this takes care
of all rows to which a B was added.

If all members of sequence 1 are defined, then ¢, is the last defined
member, and there cannot be an 4 in ¢, , because such an 4 would have
to be in some row other than row r;, . There are A’s in all rows other than
71, but none of these A’s are in ¢, . This follows from the definition of
r; . From here, then, our argument goes on as the general case in which
7741 was the first undefined member of sequence (1).

Thus the maximum number of changes required to unblock a call is
n — 1.

2.3.3 Necessity

The network has n intermediate switches which we represent by the
symbols A, B, Q; - - - Q,_2. Assume that (1, 1) is blocked by the follow-



NETWORK RESWITCHING 841

ing network state:

(7,7);7 = 1ton — 1 each contain all the symbols Q; , - -+ Q,_s .

(7,7 4+ 1);7 = 1 ton — 1 each contain the symbol B.

(#41,7);7 = 1ton — 1 each contain the symbol A.

There are no other symbols in the matrix. To unblock (1, 1) the
symbols in (1, 2) and (2, 1) must be made the same because:

(a) After any change there must still be n — 2 different symbols in
(1, 1)

(b) There must still be one symbol in (1, 2) different from all those in
(1, 1)

(¢) There must still be one symbol in (2, 1) different from all those in
(1, 1)

(d) If then the symbols in (1, 2) and (2, 1) were different, there would
be a total of n symbols in row 1 and column 1, leaving no symbol avail-
able to unblock (1, 1).

Assume that the symbolsin (7 -+ 1,7) and (¢,2 + 1);2z = k£ — 1 must
be the same, say X, in order to unblock (1, 1). Now (%, ¢); ¢ = k, which
is in row k must, after the change, still contain n — 2 different symbols,
say Y1, Ys -+ Y, o.The symbol X in (+ + 1,7);7 = k — 1 which is
also in row k must be different from Y;, Y, --- Y,_». Therefore the
symbolin (¢, 7 + 1); 7 = k which is also in row & must be different than
X,Y:,Y, .- Y, ». There is only one symbol that ean be different from
all n — 1 different symbols X, ¥; .-+ Y,_s, say Z. So Z must appear in
(1,7 4+ 1),7 = k 4+ 1. Similarly as stated previously (z, ), ¢ = k, which
is in column k, must still have the n — 2 different symbols Y;, ¥y -«
Y,_2 . Also in column % the symbol X is in position (7,7 + 7),7 = &k — 1.
Therefore it follows that the symbol in (z + 1, ¢), ¢ = k, which is also
in column %k must be different than X, Yy, --- Y,_2, and must be Z.

Hence the induction is complete, proving that if (7,7) 1 = 1 ton — 1
each contain n — 2 different symbols (this must be true because of the
given initial network state), and (1, 1) is to be unblocked, then for each
i = 1ton — 1, the pair (z 4+ 1, %) and (7, 7 + 1) must contain the same
symbol. Since initially (¢ 4+ 1, ¢) contained a different symbol from
(7,7 4+ 1) forz = 1 ton — 1, at least n — 1 changes are necessary to
put the network in a state both equivalent to its initial state, and in
which (1, 1) is unblocked.

III. COMPARISON WITH SLEPIAN’S RESULT

I have been able to obtain the bound of » — 1 on the number of
changes by considering changes of both input and output connections
involved in the blocked connection, that is changes in both rows and
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columns of our matrix. Slepian, on the other hand, considered, in effect,
only the changes in rows. That is, he gave a method for changing the
blocking symbol in a row (B in our proof) without taking advantage
of the symbol in the column (4 in our proof) for reducing the number of
changes.

In the following sections a number of generalizations are developed.

IV. METHODS FOR RESWITCHING A NETWORK TO UNBLOCK CALLS

In the proof of Theorem 1 there is a method given for determining
the changes required to unblock a blocked connection. This method
involves two sccond-stage switches (A and B in the proof). If (r1, ¢1)
is blocked, we look for a symbol in 7; not in ¢; , and a symbol in ¢; not
in 1 , and carry out the Change Algorithm of Theorem 1 (Section 2.3.2).
We will call this “method 1.” We could use a slightly more complex
method in which we test all symbol pairs, (4, B), such that 4 is in r;
but not in ¢; , and B is in ¢; but not in r; , to find which pair will require
the fewest changes. The changes are then made on this pair according to
the change Algorithm. We will call this “method 2.’ Methods 1 and 2
both involve changing only two second-stage switches. We can develop
methods which are not restricted to changes of only two second-stage
switches.

Assume that (71, ¢1) is blocked. Assume that A isin r; , but not in ¢
and B is in ¢; but not in 7; . As in the proof of the theorem, assume ¢,
is the first member of sequence (1), which is itself defined but whose
succeeding member is not defined. Then by making f — 1 changes of
A’s and B’s, we know (r;, ¢1) could be unblocked. If, however, some of
the A’s or B’s which serve to define ¢; , and r;, 7 < f, could be changed
without conflict to a symbol other than A or B, to C for example, then
we could unblock (71, ¢;) in less than f — 1 changes. This is best illus-
trated by an example (see TI'ig. 4). In summary, method 3 involves:
first, finding a symbol in 7; not in ¢; , say 4; a symbol in ¢; , not in 7,
say Bj; second, finding the last defined term of sequence (1); and third,
examining the A’s and B’s which define sequence (1) to determine if
any can be changed to a symbol other than A or B. If not, change the
B’s to A’s according to the Change Algorithm. If so (say a B in column
k, k < f, can be changed to a C without conflict) then make this change
and make all changes given by the change algorithm in columns ¢;,
for 7 < k rows r; for 7 < k.

In method 4 we try method 3 on all pairs of symbols (4, B); A inn
not in ¢; ; B in ¢; not in 7, , and actually carry it out on the pair which
requires the fewest changes.

The methods discussed vary in complexity. A legitimate question to
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ask is, what do we get for this complexity? The least upper bound on the
number of changes required to unblock a blocked call has been estab-
lished and is independent of which of the four methods is used. The
greater complexity, however, does serve to decrease the average number
of changes required per blocked call. We can get a quantitative idea
of the value of the different methods by finding for any number of
changes required to unblock a call, a lower bound on the number of calls
which must already be set up in the network for each of the four methods.

These bounds are illustrated by examples in which it can be seen that
the removal of any call will lower the number of changes required. These
can be shown to be greatest lower bounds (Fig. 5)

2 = the number of changes required

¥ = the number of calls already set up.
For methods 1 and 2
y=2r-+n—2 ...bound 1 (See Fig. 52).

Tor methods 3 and 4

2z + g ‘(n — 2) for x even

S5
Il

z ;: 1 (n —2) for x odd - -+ bound 2 (See Fig. 5b).

These bounds do not indicate the difference between methods 1 and
2, or between methods 3 and 4, because as far as these bounds are con-
cerned there is no difference. However, Fig. 6 indicates a case in which

y = 2z +

(1,1) (1,1) 1S UNBLOCKED
IS BLOCKED BY METHOD 3

A A
A B © B
A B A B
o | B co | (&
X

~~_ B MAY BE
PLACED HERE

Fig. 4 — Illustration of change method 3.
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(a) METHODS 1 AND 2 {b) METHODS 3 AND 4

N———
>
N ——
>

6 AQ B 6 A B

4 N N 4 A B

2& BW 2! A B
19“ 1| 8 | B

B

1 2 3 4 5 6-—— i 2 3 4 5 6-———
6 =ALL SYMBOLS OTHER THAN 6=ALL SYMBOLS OTHER THAN

A AND B, WHICH ACCOUNTS A AND B, WHICH ACCOUNTS

F - .

OR N-2 SYMBOLS For £ (n-2), & EVEN SymBoLs.

THE SQUARES NUMBERED f,2-X ARE THE OTHER 2X ARE ACCOUNTED

OCCUPIED WITH A’S AND B’S AS SHOWN FOR BY THE A'S AND B's

WHICH ACCOUNTS FOR 2X SYMBOLS

SY= 2x+%(n—2)
s Y=2x+n-2

Fig. 5 — Tllustrations of the smallest number of calls which must occupy a
network (x) if a call is blocked and x changes are required to unblock the call.

methaod 2 or 4 requires (assuming 4 and B were changed) one change to
unblock (1, 1), whereas methods 1 and 3 require five.

There arec more complex methods possible, in which more complex
changes are allowable than any of the four methods, discussed above.
Fig. 7 indicates how a network state which requires four changes with
method 4 could be unblocked with three changes. It would be interest-
ing to obtain the general bound, equivalent to bounds 1 and 2 in the
case in which no restriction was made on possible changes.

A 704 program for simulating method 2 on a simulated four-stage
network is being written by J. Nervik. Also it should be fairly simple to
realize circuitry for any of the four methods described.

V. GENERALIZATION TO MORE THAN THREE STAGES

In the proof of Theorem 1 we were able to show how the necessary
changes to unblock a blocked connection can be made disturbing at
most only two second-stage switches. This gives the following corollary.
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(1,1) IS BLOCKED

A
A |CDEF| B
A B
A |CDEF| B
AC B
E,F | B,D
METHOD 10R 3 METHOD 2OR 4
5 CHANGES t CHANGE

A
A [CDEF{ B A |COEF| B
® NIE
A |CDEF| B v A |CDEF| B
®,c ™ AC B
E,F | B,D ‘ : E,F |B,©
\\\ A CAN BE ’\\\D CAN BE
PUT IN HERE PUT IN HERE

Fig. 6 — Illustration of the advantage of methods 2 and 4 over methods 1 and
3 respectively.

5.1 Corollary 1

A blocked connection may be unblocked by changing connections in
such a way as to disturb no more than two second-stage swilches.

This corollary will serve to obtain bounds on the number of calls which
are disturbed in unblocking a blocked connection for five, seven, and
nine-stage networks.

The five-stage network to which we refer is obtained by starting with
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(1,1) 1S UNBLOCKED

A

A |CDEF| B

A B
COEF| B
BY METHODS
1,2,30R 4 BUT IT CAN BE
WE REQUIRE UNBLOCKED WITH
4 CHANGES ONLY 3 CHANGES
TO UNBLOCK

coer | (A) A |CDEF| B
A B @ 8
coer | (A) ®oer| (©)

THE CIRCLED SYMBOLS THE CIRCLED SYMBOLS
HAVE BEEN CHANGED HAVE BEEN CHANGED

IN FACT, FIG.5(b) CAN ALWAYS
BE UNBLOCKED THIS WAY WITH
ONLY 3 CHANGES

Tig. 7 — A change method more efficient than method 4.

a three-stage network as in Fig. 1. Each second-stage switch of this
network is then expanded into a three-stage switch having /7 input 1st,
2nd, and 3rd stage switches (Fig. 8).

Now suppose a three-stage switch is blocked. We can find the two
switches (say A and B) in which changes can be made by the Change
Algorithm. We calculate the changes which must be made in 4 and B
by the same algorithm. When we are done we have a list of all the connec-
tions which must finally be made in second stage switches A and B. Now



NETWORK RESWITCHING 847

n
INPUTS
i
— ’t[ i A o
| | |
n \ n | I | 1
INPUTS OUTPUT? : |
| | f
- vn Avn n —
T
A
|
|
— 1 1
I I
| |
n | ! n
I |
7 n n —
N 3-STAGE
INTERMEDIATE
SWITCHES

Fig. 8 — Five-stage network suitable for reswitching.

all connections which are initially set up in switches A and B may be
taken down, and the new set of connections put up in their place.

If A and B are the two switches which are changed by the Change
Algorithm, there can be no more than n — 1 connections in either of
them, since by definition there is no A in ¢;, and no B in 7, assuming
(r1, ¢1) is blocked. Since we take down all connections in A and B, no
more than 2n — 2 calls are disturbed.

If A and B were three-stage switches themselves, our network and
the above argument would remain the same. The only question which
might arise is whether we could make the final connections in three-
stage switches A and B. These connections could be made. One would
calculate exactly how to set them up by repeated application of the
Change Algorithm. First one would conceptually set up one connection
arbitrarily, then one would try to conceptually set up the next connec-
tion. If it were blocked, the Change Algorithm could be used to unblock
it. This would continue until the final connections were decided con-
ceptually. Then they could actually be made.

This result extends easily to seven, nine - - - stage switches.
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5.2 (eneralization of Theorem 1

For ag-stagenetwork, q odd and ¢ > 3, of thetypedescribed above (Fig. 8),
no more than 2n — 2 calls need be disturbed to unblock a blocked call.

This bound can probably be lowered. If A and B are the two second-
stage switches in which connections are to be changed, it has been
shown that no more than a total of n — 1 connections in both 4 and B
need be changed. However, if A and B are themselves three-stage
switches, in order to make the initial » — 1 changes it may be necessary
to juggle other connections in both A and B. A closer study of the ways
in which this juggling can be done might serve to lower the 2n — 2 bound.

5.3 Generalizations to Other Network Configuralions

So far we have discussed networks in which all stages have the same
number of switches. The matrix representation, with the restrictions
given in Section 2.1, is applicable to a more general class of three-stage
networks than that of Fig. 1. In this more general class the numbers of

n 157 STAGE n 2NP sTAGE
SWITCHES SWITCHES

n | | |
INPUTS A I | ! |
| | j
| | ]
B | | 2 |
| | |

|

I l

| |

| |

| |

] |

I |

' I

! I
| | ]
| | n l
| | |

m 2ND STAGE
SWITCHES
mz=n

Fig. 9 — Generalization to more second-stage switches than first-stage
switches.
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intermediate switches may be greater than n (Fig. 9). Assume there
are m intermediate switches, m > n. There are still n input (output)
switches. There is one link from each input (output) switch to each of
the intermediate switches.

Ifor this more general class of switches the condition for legitimate
blocking (Section 2.1) must be generalized to read:

(a, b) is legitimately blocked if there are a total of m different
symbols in row a and column b. There are less than # symbols in row

a {column b).

We have shown that if m = n, then no more than » — 1 changes are
required to unblock a blocked connection. Clos? has shown that if
m = 2n — 1, the network is nonblocking. (0 changes are required to
unblock a blocked connection.) I can also prove that if m = 2n — 2,
no more than one change is required to unblock a blocked connection.
(This is justified later.) These results lead to the conjecture that if m =
2n — j, no more than j — 1 changes are required to unblock a blocked
connection.

We will now prove a simple lemma which was useful in finding the
bounds for m = 2n — 2, and which may prove helpful in attacking our
conjecture.

5.3.1 Lemma

If m = n+ k and (a, b) is legitimately blocked, then there must be at
least &k + 1 symbols in row a, none of which are in column b, and there
must be at least k 4+ 1 symbols in column b, none of which are in row a.

5.3.2 Proof

By assumption, (a, b) is blocked; therefore there are a total of n + %
different symbols in row a and column b, by the blocking condition.
There are less than n symbols in row a, and less than n symbols in
column b, also by the blocking condition.

Let B = no. of symbols in row a, not in column b
C = no. of symbols in column b, not in row a
X = no. of symbols appearing in (a, b)
B = no. of symbols in both row a, and column b, but not (a, b)

Then we have

1. B+C+B+X=n+K
2.R+B+ X <n
3.C+B+ X <n
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which by substituting for X in 2, and 3 the value obtained from 1 gives:

C <k
R <k

We illustrate the use of this lemma by proving the Clos non-blocking
network is non-blocking. In the Clos network k& = n — 1. Therefore if
(a, b) is legitimately blocked, there must be n = k 4 1 symbols in row
a (C = n). This immediately contradicts the hypothesis that (a, b) is
legitimately blocked.

Tor the case in which k& = n — 2, it follows from our lemma that if
(a, b) is blocked, C = n — 1 and R = n — 1. If this were all the con-
nections that were up, a single change of any of the €' symbols in row a
(called a-symbols) or any of the B symbols in column b (called b-symbols)
would unblock (a, b). So, in order that more than one change will be
required, all the proposed unblocking changes must produce conflicts.
This means that in the column of each of the symbols in row @, alln — 1
b-symbols must appear. Also in the row of each of the symbols in column
b, all n — 1 a-symbols must appear. It follows that if there are to be no
more than n symbols in any row or column that there must be no symbol
in (a, b), and one symbol in every other location in row @, and column
b. Now we look at row k. There must be one b-symbol and all n — 1
a-symbols in this row. One of the a-symbols in row & must be in column
p, (p # a). In column p however, there must already be an a symbol
and n — 1 b-symbols, these together with the a-symbol in row k, column
p total to n 4+ 1 symbols in column p. This is not allowed. Therefore
one change will always be sufficient to unblock a blocked connection of
m = 2n — 2.

VI. CONCLUSION

There are other directions in which generalizations appear feasible
with the techniques of this paper. We can deal with rectangular matrices
in an analogous manner to that used for the square matrix here. These
correspond to concentration networks. Triangular networks seem some-
what more difficult, but still feasible to treat. Finally, results on various
network configurations can probably be generalized to more than three
stages.

We have discussed here the use of the reswitching to make networks
non-blocking. One might also consider a more modest goal in which
provision is made for fewer than the number of reswitches or changes
required to make the network non-blocking, in an attempt to improve
blocking characteristics. The program being written by J. Nervik will
be used to obtain some estimate of this improvement.
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APPENDIX

A.1 Introduction

In the body of the paper there are some algorithms by which networks
not originally non-blocking can be made non-blocking by rearranging
connections already set up in the network. These algorithms involve
the temporary disturbance of calls already set up in the network.

Here I propose to describe a slight modification of the network and
of the algorithm which will allow one to make the network essentially
non-blocking or rearrangable without requiring any disturbance of
existing calls set up in the network.

A2 Network Modification

The basic three-stage network, each stage requiring n, n X n switches,
is modified to a three-stage network in which stage 1 consists of n,
(n) X (n 4+ 1) switches, stage 2 consists of n + 1, (n) X (n) switches,
stage 3 consists of n, (n) X (n 4+ 1) switches. Each first (third) stage
switch has one link to each second-stage switch, as pictured in IFig. 10.

As in the body, we represent the connections in this network with a
n X n matrix. For each input switch, there is a row in the matrix. These
are numbered 1 to n. For each output switch, there is a column in the
matrix. These are numbered 1 to n. A connection between input switch
J and output switch k& through middle switch A is indicated by an A in
position (7, k). Middle switches are lettered A, B, ete. There are n + 1
letters. There cannot be more than n + 1 letters* in any row or column
or location of the matrix.

A3 Algorithm M odification

In order to make this network essentially non-blocking we use the
following procedure.

We choose not to use middle switch A until we get a blocked condi-
tion. When we get a blocked condition, we are in the same situation as
if the network were a three-stage network with each stage havingnn X n
switches. I'rom the corollary of Section V, we know that this blocked
connection could be unblocked without disturbing more than two (inter-
mediate) middle switches (not including switch A, which has not as yet
been used). Suppose the two middle switches in which connections are
to be changed to unblock the blocked connection are C and D. According
to the change algorithm we would change a certain set of connections

* In the operation of this network there are times during which a single input

lead is connected to two middle switches. Thus, although there are only n inputs
per input switch there may be n + 1 connections in a single input switch.
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STAGE 1 STAGE 2 STAGE 3
(INPUT) (MIDDLE) (OUTPUT)
1
] i ] A 1 | ' |
| | | | | |
} n{n+t) ] | nxn 5 || (1) n {

B 2
f ! I
nxn ! I (R+1) n !
| |
| |
' i
! I
' [
' |
' i
' |
I |
n
nxn | ' |
i Il (n+1) N 1
|

N+15T LETTER

Tig. 10 — Modified three-stage network.

in middle switch C to connections in middle switch D, and a certain set
of connections in middle switch D to connections in middle switch C.
This would leave either switch C or D available for use for the blocked
call. (Which particular switch was available depends on the exact choice
of the sets of connections in €' and D which are to be rearranged.) Such
a rearrangement involves disturbing all the calls using the set of con-
nections in ¢' and D which are to be changed. In the modified network
we have an extra middle switch A available which we can use to main-
tain all calls while connections are being rearranged. The modified
algorithm is given below. The steps of the algorithm are illustrated by
an example in Figure 11.

According to the algorithm, we find the set of connections in middle
switches €' and D which must be rearranged to unblock the blocked
connections.

1. For every connection in C which we have elected to change, we
add a corresponding connection in 4. In the matrix representation this
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(CIRCLED ENTRIES ARE
START
(1,1) 1S BLOCKED TO BE CHANGED)
1 2 3 4
1| EF D E,F D
2| (© | er | (D cA | EF | D
STEP{ _
3 C E,F D C E,F D
4 (© | eF c,A | EF
-
E,F D E,F D
A E,F D A EF | D,C
STEP 3
c E,F D C E,F D
A A E,F
ND 2
s 85
E,F D CEF| D
AD | EF c D E,F c
STEP 6
c E,F D c E,F D
AD | EF D E,F
EINIS (1,1) 1S
UNBLOCKED

Fig. 11 — Example of rearranging without disturbing.

corresponds to adding an A in every position in which an elected C
appears.

2. All elected C' connections are taken down; the calls originally
carried by these connections are now carried by switch A.

3. For every connection in D which we originally elected to change,
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we add a corresponding connection in (. This means in the matrix
representation an addition of a C in every position in which there is an
elected D. This will always be possible because we have already taken
down all the elected C connections which, according to the body of the
paper, are the only connections which would prevent this addition.

4. All elected D connections are taken down; the calls carried by these
D connections are now carried by C connections.

5. To every connection carried by A we add a corresponding connec-
tion carried by D. This will always be possible according to the results
in the body of the paper.

6. Finally, we take down all connections in 4.

We thus have carried out the change algorithm, and therefore, have
unblocked the blocked connection. Switch A has no connection set up
in it so it is available for use in unblocking the next blocked call.

A4 Making Use of Dead Time (Time during which there is no activity
in the network)

Actually, the blocked call is unblocked after step 2, at which time
the desired connection can be put up using switch C' (assuming that the
C in the row or column of the blocked call was changed in step 1 and
step 2). Since cither a C or D in the row or column of the blocked call
is changed in this algorithm the original choice of where to add connec-
tions in A could be made so that the call would be unblocked after step 2.

Steps 1 and 2 could have been combined in such a way as to add a
connection in A, take down the corresponding connection in C, then
add another connection in A, take down the corresponding connection
in C, and so forth. In this case the blocked connection could be unblocked
after the first addition of a connection in A and the removal of its
corresponding connection in C.

If the single switch A is to serve to allow for unblocking calls without
disturbing other calls, by our algorithm, A4 must be completely available
when a blocked connection is to be unblocked. So although the blocked
call may be unblocked early in the algorithm, the remainder of the
algorithm must have been completed before the next blocked call is to
be unblocked. The extra switch A acts as a kind of connection memory
so that normal dead time in the network may be profitably used for
improving blocking characteristics.

By adding additional middle switches analogously to the way A was
added, we would effectively add more connection memory and increase
the efficient use of dead time in the network. Thus, if there were two
additional switches 4 and B, A4 would not have to be cleared before
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another blocked call could be handled because B would be available. A
would have to be cleared before the second blocked call after the one
that engaged A were encountered.

There are some indications that the simple scheme proposed here
can be improved upon.

In this scheme we are calling on A to handle no more than n/2 con-
neetions at any one time, and A is in use at all only during the unblock-
ing operation. In the network A appears like any other middle-stage
switch, but its function is much different from the other middle-stage
switches. Perhaps the organization could be changed to share the load
more symmetrically.

REFERENCES

1. Slepian, D., unpublished memorandum, March 25, 1952,
2. Clos, C., B.S.T.J., 32, March, 1953, pp. 406-424.






The Realizability of Multiport Structures
Obtained by Imbedding a Tunnel Diode

in a Lossless Reciprocal Network

By I. W. SANDBERG
(Manuseript received November 9, 1961)

Necessary and sufficient conditions are presented for the realization of the
short-circutt admittance matrix or open-circuit tmpedance matriz of the
most general n-port structures characterized by such matrices obtained by
tmbedding a tunnel diode, represented by a parallel combination of a capaci-
tor and a negative resistor, in a finite lossless reciprocal network. Techniques
for realizing prescribed tmmitlance matrices are included.

I. INTRODUCTION

It is generally well known that the tunnel diode possesses a small-
signal equivalent circuit that can often be approximated by a parallel
combination of a capacitor and a negative resistor. This model has been
used extensively in the study of gain-bandwidth relations and optimum
synthesis procedures for specific amplifier configurations.!-* It has also
been used to derive bounds on the natural frequencies obtained by im-
bedding the tunnel diode in a passive network.%7

The purpose of this paper is to present necessary and sufficient con-
ditions for the realization of the short-circuit admittance matrix or open-
circuit impedance matrix of the most general n-port structures char-
acterized by such matrices obtained by imbedding a tunnel diode,
represented by the above mentioned model, in a lossless reciprocal net-
work.

The properties of the short-circuit admittance matrix are considered
also by another writer.® With the exception of certain remarks of a
tutorial nature, the arguments, results, synthesis techniques, and basic
approach to the problem presented here are quite different from that in
Ref. 8. In particular, it is not assumed here that the short-circuit ad-
mittance matrix of the (n + 1)-port lossless network invariably exists.

857
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Also, the necessary and sufficient conditions are stated directly in terms
of the n X n short-circuit admittance matrix and its even part. They
do not involve a knowledge of the short-circuit admittance matrix ob-
tained when the tunnel diode is short-circuited.

II. DESCRIPTION OF THE STRUCTURE TO BE CONSIDERED

The basic structure under consideration is shown in Iig. 1, in which the
(n + 1)-port network is assumed to be a lossless reciprocal configuration
containing inductors, capacitors, and ideal transformers. Port (n 4+ 1)
is terminated with a unit capacitor and unit resistor in parallel. This
involves no loss of generality since a similar termination with other values
of positive capacitance and/or resistance (positive or negative) can be
treated with the aid of simple transformations which are explicitly stated
in Section VII. The overall network is restricted initially in that the
symmetric -positive-real short-circuit admittance matrix Y(s), relating
the port currents and voltages at ports (1,2, - - - , n), is assumed to exist.
The realizability conditions for the open-circuit impedance matrix Z(s)
can be obtained in a manner similar to that to be described for Y(s)
and are stated in Section VII.

The (n + 1)-port lossless network is characterized by the regular
para-unitary scattering matrix é(s) or by the short-circuit admittance
matrix Y(s), when it exists. We initially assume that ¥(s) does exist
and consider in a subsequent section the case in which ?(s) does not
exist.

+
Vi
. Py A
Lz S(s) Y(s)
2, .
+v INDUCTORS, .l‘““
visi4 = CAPACITORS, + _L
: AND TRANSFORMERS | Vn# n 1F
| - |
|
I-
.|
tn |
—_—
T
Vn

Fig. 1 — Most general structure defining Y(s).



MULTIPORT STRUCTURES 859

11I. NECESSARY CONDITIONS FOR THE REALIZATION OF Y(s) WHEN Y(s)
EXISTS AND THE EVEN PART OF Y(s) IS NOT A MATRIX OF CONSTANTS

The necessary and sufficient conditions for the realization of ¥(s) are,
of course, well known.
It is also well known that

1
= — N
Y =Yy — YYp e (1)

where the matrices in (1) are defined by the following partition of ¥(s):
n 1
Yu Yo in
Y = t . (2)
Yo Vil
The arguments to be presented center about a study of Y., the even
part of the matrix Y. This matrix is given by

Y, = 3[¥(s) + Y(—3)]

(3)
1

Yoo+ s+ 1[—Ye —s+ 1]

= — YpY!

It is convenient to introduce the notation: Ve = d 'na, Y12 = d Ny,
where d is an even polynomial, 7 is an odd polynomial and Ny, is a
matrix of odd polynomials, with the understanding that d, ns and every
element in Ny, may have a common simple zero at the origin. In this
way it is unnecessary to treat separately the cases in which d is even or
d is odd. Accordingly,

1
[ne2 + (s + 1) dl[ne(—s) + (=s + 1) d]”’

Note that the polynomial [ns + (s 4+ 1) d] can be assumed to be strictly
Hurwitz except possibly for a simple zero at the origin, since 7 and d
can be assumed to be relatively prime except possibly for a simple com-
mon zero at the origin.

It is convenient to treat separately the cases in which Y, is or is not a
matrix of constants.

Y. = — NpNp (4)

t The superscript ¢ denotes matrix transposition.
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Consider the following

Defintiion:

The matrixz Y. s said to be in standard form if and only of

1
Y, = -UU0'———
v(s)v(—s)
where v(s) s a positive coefficient polynomial which s strictly Hurwitz ex-
cept possibly for a simple zero at the origin and U’ = [uy ,us, -+ , Un]

©s a mairixz of odd real polynomials with the property that there is no facior
n(s)n(—s) common to all the u; such that 4*(s)n*(—s) divides v(s)v(—s)
where n(s) 18 a strict Hurwifz polynomial. The polynomials v, and v, are
respectively the even and odd parts of v(s).

In Section IV the following result is proved.

Theorem 1:

A rational positive-real symmetric matrix Y(s) with nonconstant even
part is realizable as shown in Fig. 1 when Y(s) exists only if Y, is ex-
presstble in standard form with v(s) such that}

i. k= l:&] =1, and
SVe oo

G Ifk=1 [Y].=0,

1 k
i1, If k 1 Y| — Y. .
wi. If k> 1, [8 :Iw lc—l[]
s nonnegative defintte.
The case in which Y, is a matrix of constants is treated in Section VI.

IV. PROOF OF THEOREM I

We begin by observing from (4) that Y. can be expressed in standard
form if Y is realizable. The problem of factoring a given matrix Y,
into the required form is discussed in detail in Appendix A.

Assume now that Y. is given in standard form and consider the prob-
lem of identifying Ny, 792, and d in (4). A common factor may have
been canceled in the expression for Y., and hence an unknown factor
must be reinserted before Nya , 722 , and d can be determined. However,

1 Throughout we use the notation lim [-] = [-], .
800
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the common factor must be of the form a’(s) = b(s)b(—s) where b(s)

is a strict Hurwitz polynomial. Therefore, ignoring a possible minus

sign, a(s) = n(s)n(—s) where 5(s) is a strict Hurwitz polynomial.
Thus, for some unknown strict Hurwitz 5(s),

Nﬁmm+(;+1ﬁﬂ=Uﬂ@M—®R§%Gj ®)

and
Ny = Un(s)n(—s) - (6)
Nee + (s + 1) d = v(s)n(s). . (7)

In the following we shall denote by 5. and 5, the even and odd parts re-
spectively of 5. Equations (6) and (7) read

Ni; = Uln," — n.] (8)
Tog + (S + 1) d= Ug(?]g2 + 7]02) + vo("]e2 + 7]02) + 205meM0 + 207670 - ((‘])
Equating even and odd parts of (9) gives

d = v(n 4+ 1) + 20neno

(10)
Moo = 27)6773770 + vo(nc2 + 7702) — sd
and therefore
Taa vo(ne2 + 7’02) + 2”6776770
Yo = —2 = — s. 11
. d Ve(me? + 162) + 206170 an
TFrom (11) it is clear that Y3 is realizable provided
EY4 >0. (12)
However,
U_o 27787]0
2 2
_ Nee 0, N> + No — s (13)

2 = —37 —
d % NeNo
1 + Ve I:"Ie2 + 7702]
and since n(s) is a Hurwitz polynomialf
1 1 v, 1
[g Y] - [g v:lo o ! (14)

t We have assumed that the degree of v, exceeds the degree of v, . It is easy to
show that it is impossible to satisfy (12) unless this is so.
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where

0

1A

a={%[ Telle ]} < o, (15)

(Ve 77e2 + 7]02

Clearly, it is necessary that

k:[lvﬁ] >1. (16)

4.1 Derivation of the Inequality Involving K., and [Y o«

Consider now the derivation of a key inequality that must be satis-
fied by the coefficient matrix K., = [(1/5)Y]s -
Let the constant matrices A;; be defined by

Then, from (1),

_ 1 _ _ P 1
K, = [g Y]w = Au— Aude L (18)

But from (8) and (10)

Ve 20, memo
1 A 2o Tl
+ Ve l:nez + 7702]

1 +1
Ap = [J U]wl = (19)

where « is defined in (15) and the plus or minus sign applies according
as the degree of 7. exceeds the degree of 5, or not. Recall from (14) and
(16) that

2]
1 82 02
Y12=31N12=~U u +77

and thus

A22=—L— 1. (20)

Using (18), (19), and (20)

. I 1o 1
Ko = Au I:s_ve U:L I:svc v :L k(1 + «) (21)
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where Aj; is unknown. However, if the (n + 1)-port lossless network is
to be realizable, it is necessary that the matrix

All A12
A= , (22)
A12 A22
is nonnegative definite. Assume initially that Ay # 0. We require the
following result. ‘

Lemma 1:

A necessary and suffictent condition that A is nonnegative definite with
Agy 5%~ 0 is that A’ is nonnegative definite where

All - A22_1A12A12t 0

A= . (23)
0 Ass

To prove the lemma, note that A’ = BAB* with

ln - A22_1A12
B =
0 1

where 1, is the identity matrix of order n.
Thus,

-1 t
1 — AZZ A12A12

or equivalently

Au = B Ulo [5 Utlo CE¥OGsig @

is required to be nonnegative definite. By combining this result with (21)

we find that _ .
_ 1 1 1 .. -
k(k — 1 —a) [@; U]oo [S_U;U :L (25)

is nonnegative definite. Recalling that (k¥ — 1 — «) is initially assumed
to exceed zero, it is clear that (25) is nonnegative definite with o = 0.
Furthermore, with « = 0, (25) can be expressed as

Koo - e]w (26)

—
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by using the identities

Bl e
A TN

When A4, = 0, as is the case whenever k = 1, it is clear from (22)
that every element in A;» must vanish if A is to be nonnegative definite.

But from (19)
1 +1
A;g = kl:v—oU]wl + C(‘

Thus, from (28) it is evident that [Y.]. = 0 when &k = 1

This proves Theorem 1. In the next section we prove that if a positive-
real matrix satisfies the conditions of Theorem 1, it is realizable as
shown in Fig. 1.

V. PROOF OF SUFFICIENCY OF THEOREM I FOR Y (S) WITH NON-CONSTANT Y,

Assume that Y(s) and

-1y
Y, = N OLED) uv’, (29)
in standard form, are prescribed and satisfy Theorem 1.
Let
TNag Vo
Y22 = 7 = 5; — 8
. (30)
1
Y12 = gNu = v—eU.
Then from (30) and (1)
1 t
= —_— . 1
Yu=Y+ 2o F o)) uu (31)

Hence Yy, Y1z, and ¥y, satisfy (1). We wish to prove that these sub-
matrices defined above lead to a realizable ¥(s) given by

1 1
v+ L __ur Ly ]
¥(s) — [ et ) o (2)

Ve Ve
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Tirst of all, Vs, is a realizable driving-point admittance function since
kEz1.

The submatrix Yy; can be expressed as follows by using (29):

1 ¢ 1 ¢

—-_— ——UU

v(s)v(—s) + Vel + 0]
_% 1 :
* wu(s)u(=s)

where Y, is the odd part of Y. From (33) it is apparent that Yy is a
matrix of odd functions, as it should be. Further, since from (31) Yy
is regular in the right-half plane, it follows that Y1; can have poles only
on the jw axis. In fact, the finite poles of Yy; are the boundary poles of Y
and the zeros of v. .

Consider now the residue matrix K; at a pole of ¥(s) which arises
from a zero of v, , say at s = jw;, and let the residue matrix of Y at that

pole be K;. Thent
[Kf + L vt lU]

Velo Ve

- (34)
\\ !‘; Ut 2? J
Ve Ve _Js=juw;

where a dot over v, denotes the derivative of v, with respect to s. To
show that K, is nonnegative definite, we appeal to Lemma 1. Thus it is
sufficient to point out that (v,/9.) | », is positive and that

Yu =Y,
(33)

K,

1
Do

= Ki (35)

Jwg

K +--vu| - Luoth
Ve Vo

Jwg

is nonnegative definite. ) ~
Finally, we must show that K, = [(1/s)Y], is nonnegative definite.
When k = 1, the proof is trivial for then

o). - [l -o
K, = [K” 0} (36)
0 0 .

t When v = su = s(u. + u,), where u is a strict Hurwitz polynomial, it is neces-
sary to replace v, , v, , and U respectively with u, , u, and the n-vector of even
polynomials s71U before this argument 1s applied to verify the nonnegative
definiteness of the matrix of residues associated with the pole at the origin.

and
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When £k exceeds unity,

R
|l e ]

According to Lemma 1, K, is nonnegative definite if and only if

K. + & [-I_UU‘] _ K UU
” 4 1)02 w0 kE—1

ko 1

is nonnegative definite. However, from Theorem 1 [condition(i'ii)] and
the fact that

(38)

Yo = [vlz UU‘:L (39)

it follows that (38) is indeed nonnegative definite.

Therefore, the conditions of Theorem 1 are sufficient for the realiza-
tion of Y(s). It is of interest to note that in the preceding constructive
proof it was sufficient to assume that 5(s) [defined in Section I'V]is unity.
All other possible matrices Y (s) corresponding to a realization of Y(s)
can be generated by exploiting the permissible choices of 5(s).

To complete the theory we consider in the next section the cases in
which ¥ (s) does not exist or Y. is a matrix of constants when ¥(s) does
exist.

VI. NECESSARY AND SUFFICIENT CONDITIONS FOR THE REALIZATION OF
Y(s) wHEN Y(s) DOES NOT EXIST OR WHEN Y, IS A MATRIX OF CON-
STANTS

The results of this section for the case in which Y(s) does not exist
are based on the following result which is proved in Appendix B.
Lemma 2:

If Y(s) in Fig. 1 exists but ?(s) does not exist, then v.p1, the voltage
across the RC combination terminating port (n + 1), s related to the other
port voltages by

Upy1 = Z:{Bivi (40)

where the B; are real constants.
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We wish to prove the following:

Theorem 2:

If the rational positive-real symmeiric matriz Y(s), defined by the
structure in Fig. 1, exists but Y (s) does not exist, or if Y(s) is such that
Y. is a matriz of constants, Y(s) can be expressed as sK, + Ko + Y'(s)
where Y'(s) s an odd rational matriz in s such that Y'(s) — 0 as s — o,
and Ko ts a real constant matriz with rank not exceeding unity such that
K, — Ky is nonnegative definite. Further, if Y(s) satisfies the above con-
dition, it can be realized as a reactance n-port tn parallel with a network of
ideal transformers that is terminated with a parallel combinalion of a
unit resi.tor and a unit capacitor. A

To prove the theorem for the case in which ¥(s) does not exist, first
consider the expression for P, the average power entering the n-ports
defining Y(s), in terms of Y, | ;—jo and V' = [v,, 05, -+, 0]

P =VY, | iV (41)
where the asterisk denotes the complex conjugate. Since P is also equal

t0 Vp 411, we have from (41) and Lemma 2

VY. | oV = 21 BiB v, (42)

=

Because (42) is valid for arbitrary »; , we find

Ye I s=jw BBt = KU (43>
where B = [8,, B2, - -+, B.]. Thus Y(s) can be expressed as
Y(s) = sKeo + Ko + Y'(s) (44)

where Y’'(s) is a matrix of odd rational functions which vanish at in-
finity. It is evident from (43) that K, satisfies the rank conditions of
Theorem 2.

Note that Y(s) has the form (44) if ¥(s) exists but Y. is a matrix
of constants; for, in this case also, the rank of Y. cannot exceed unity.j
Next consider Y(s — 1), which must have a nonpositive definite real

part on § = jw:

Y(s—1) =sK, + [Ky — K, ]+ Y'(s — 1) (45)
It is clear that if the real part of Y(s — 1) on s = jw is to be nonpositive

t This is obvious from the form of (4).
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definite for arbitrarily large values of | w |, [K,, — K] must be a non-
negative definite matrix.}

Finally, assume that Y(s) satisfies the conditions of Theorem 2 and
consider

Y(s) = C[sDw 4 DoJC' + Y'(s) (46)
in which the real nonsingular n X n matrix C is chosen so that
C'K.,C" =D,

N (47)
C— K()C t = Do

where D, and D, are diagonal matrices.] Note that there can be at
most one nonzero term in D, and that this term cannot exceed the
corresponding entry in D for otherwise [K, — K] would not be non-
negative definite. Hence Y (s) can be rewritten as

Y(s) = (s + 1)CFC’ 4+ Y”(s)

where Y”(s) is realizable as a reactance network and F is a constant
diagonal matrix with at most one nonzero element. This nonzero element
is, of course, positive. The interpretation of the congruence transfor-
mation CFC’ in terms of an ideal transformer network is well known.
This proves Theorem 2.

VII. SUMMARY AND RELATED REMARKS

The principal results can be summarized as follows.

Theorem 3:

The rational positive-real n X n symmetric shori-circuil admattance
matriz Y(s) is realizable as a lossless network containing inductors, ca-
pacitors, and ideal transformers and a two-terminal element comprising a
parallel combination of a unit resistor and a unit capacitor if and only if

t. When Y. = K, , a matriz of constants, the rank of Ko does not exceed

unity and [(1/8)Y], — Ko is nonnegative definite.

2. When Y. is not a matriz of constants, (a) Y. can be expressed in

T This conclusion, with K, defined as [Y.], , is valid when any number of unit
resistor-capacitor parallel combinations are imbedded in a general lossless net-
work.

1 This is always possible since K, and K, are nonnegative definite.
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standard form (defined in Section II11) with v(s) such that
k= /s, = 1; (b) if k = 1, Y., = 0;

(C) 'l:f k> 17 I:S]; Y:Iao - A f 1 [Ye]oo

18 nonnegative definite.

Further, if Y, s a matriz of constants and satisfies condition (1), Y can be
realized as a reactance n-port in parallel with a network of ideal trans-
formers that ts lerminated with a parallel combination of a unit resistor
and a untt capacitor. If Y, is not a matrix of constants and satisfies con-
dition (2t), Y can be realized as an (n -+ 1)-port lossless network, char-
acterized by the short-circuit admittance matriz Y, terminated at port
(n 4 1) with a parallel combination of a unit resistor and a unit capaci-
tor. The matriz Y is given by

1 ¢ 1
rrsam e av |

B
Ve Ve

IFFor completeness, we state the following extension of Theorem 3.

Theorem /4:

The short-circuit admittance matriz Y (s) is realizable as a lossless
network containing inductors, capacttors, and ideal transformers and a
two-terminal element comprising a parallel combination of a resistor of
value R ohms (R > 0) and a capacitor of value TR™ farads (T > 0)
if and only if Y(s) = Y(s/T) is a symmelric positive-real matriz that
satisfies the conditions of Theorem 3. If instead the resistor is equal to — IR
ohms, the matriz is realizable if and only if Y(s) = —Y(—s/T) is a
symmetric posttive-real matriz that satisfies the condittons of Theorem 3.

The proof of Theorem 4 follows from two elementary transformations
and is omitted.} In each case the parameter T is, of course, the time
constant of the RC combination. It is convenient for some purposes to
have the realizability conditions stated explicitly in terms of 7. This
can easily be done with the aid of the above theorem and is discussed in
Appendix C.

1 The fact that an n X n short-circuit admittance matrix Y(s) of real rational
functions is realizable as a network containing only lossless elements and nega-

tive resistors if and only if —Y(—s) is a positive-real matrix was first established
by Carlin and Youla.®
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The following theorem states an interesting inequality involving
[(1/8)Y]. and {(1/s)Y;]. where Y., if it exists, is the value of Y(s)
when the RC combination, with unit capacitance, is shorted.

Theorem 5:

[1 Y:I 1 I:1 Ysc] 18 nonnegative defintte.
s o kLs o

The proof follows at once from (21) and the fact that (24) is nonnega-
tive definite.

The following theorem is of assistance in simplifying the tests indi-
cated in Theorem 3 for the important case in which K., = [(1/5)Y]., is
positive definite.

Theorem 6:

If A and B are n X n real symmelric nonnegative definite matrices
with det A £ 0 and B of unit rank, A — B is nonnegative definite if and
only if det [A — B] = 0.

To prove this result note that A — B can be written as Q[D, — D;]Q°,
where Q is a real nonsingular matrix such that A = QD,Q, B = QD,Q°,
and D, and D, are diagonal matrices. Thus

det[A — B] = det’Q-det[D, — Dy).

The realizability conditions can be expressed also in terms of the
open-circuit impedance matrix Z(s) by exploiting an approach similar
to that used in treating the short-circuit admittance matrix Y(s).
Since the ideas involved are so similar to those discussed earlier we
shall omit the details and simply state the result:

Theorem 7:

The rational positive-real n X n symmetric open-circuit impedance
matriz Z(s) is realizable as a lossless network containing inductors, capaci-
tors, and ideal transformers and a two-terminal element comprising a paral-
lel combination of a unit resistor and a unit capacitor if and only if the
even part of the matriz Z, Z, , is expressible tn standard form (defined in

Section IIT) with
[1 &] > 1.
S Voo

Further, if v, #£ sv, and Z satisfies the above conditions, Z can be realized
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as an (n + 1)-port lossless network, characterized by the open-circust
impedance matriz Z, terminated at port (n + 1) with a parallel combina-
tion of a unit resistor and a unit capacitor. The matrix Z s given by

(s+1) 1
z U’
Z v (ve — 8v,) (v, + ve) Ve — SV,
Ul 1 Vo J
- Ve — Sl Ve — SV,
If v, = sv,, and Z satisfies the above conditions, Z can be expressed as

Z = [1/(s + 1)]F + Z' where F is a real symmelric nonnegative definite
matriz of constants of rank not exceeding unity and Z' is the open-circuit
impedance matrix of an n-port reciprocal lossless network.

The simple form that the conditions assume is attributable to the
fact that the impedance of the parallel RC combination is regular at
infinity and that the matrix Z, is not a matrix of constants unless every
element vanishes identically in s.

APPENDIX A

Factorization of Y.(s)

Recall that Y, is the even part of a rational symmetric n X n posi-
tive-real short-circuit admittance matrix. It is convenient to partition

thlS IIL'J/LIL( as f()ll() Ws:
Ye S 18
E12 E22

where I/}, , E;», and Es are respectively 1 X 1, 1 X (»n — 1), and
(n — 1) X (n — 1) submatrices of ratios of even polynomials in s.
We may assume, without loss of generality, that I, does not vanish
identically in s.

Consider the following identity which is readily verified:

[Ell EIZ:I
E12t E22 (49 )

B 1 0 By 0 1 E12E11_1:|
Ev'En 1]l 0  En— Eu'EpE, [0 Lo |

It is evident that the normal rank of Y. cannot exceed unity if it is to
be expressible in standard form. Accordingly we may assume that
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Ep — EL'EpBy " = 0, and hence
Eu E12 v —1yt -1
. = Ey[l EpEy |1 EpFuy ). (50)
E12 E22
The right-hand side of (50) can be rewritten as fPP* where

Pt=[p1:7)27“‘:pn]

is a row matrix of even real polynomials and f is an even real rational
fraction in s, analytic on s = jw [— ® < @ =< =], and such that

f(je) 2 0.
As is well known, f(s) can be expressed as either

. S
M=) 7 m(s)m(=s)

where ¢ and [ are respectively even and odd real polynomials and i(s)
and m(s) are real strict Hurwitz polynomials. In either case, since

¢ —(sg)"
h(s)h(—s)  [sh(s)I[—sh(—s)]’

Y. can be written as

-1 ,
Yo = w(s)w(—s) WW,
in which W' = [w,, w, , - - -, w,] isa row matrix of real odd polynomials
and w(s) is a real strict Hurwitz polynomial except possibly for a
simple zero at the origin.

Note that Y is realizable as shown in Fig. 1 when Y exists only if the
degree of w(s) is odd.

APPENDIX B

Proof of Lemma 2

First note that if the (n 4 1)-port lossless network does not possess
a short-circuit admittance matrix, the short-circuit admittance matrix
of N, the lossless (n -+ 1)-port with a unit capacitor added in parallel
at port (n -+ 1), also does not exist.

Let S(s) be the scattering matrix'® of N and consider the circuit
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Fig. 2 — Network defining the relationship between E, V, I, and the scatter-
ing matrix S(s).

shown in Fig. 2. By definition
S[IV+1I =V-1, (51)
and
Y(s) = (L +8)7"'(1. — 8) (52)

where S is the matrix of elements in the first » rows and columns of S.
Substituting E = V 4 Iin (51) gives

V = 1S + L,4]E. (53)

Because the short-circuit admittance matrix of N exists if and only

if det[S + l.4] # 0, and since S is the matrix of elements in the first

n rows and columns of S, it follows tllat [S + 1,44] has normal rankf

equal to n. Further, since the rank of [S -+ 1,4] is invariant in the strict

right-half plane, there exists, to within an arbitrary scalar multiplica-
tive factor, one and only one real constant (n + 1)-vector X such that

S(s0) + LuX =10 (54)

where s; is a fixed but arbitrarily chosen real positive constant. Let X
be normalized so that X'X = 1. Equation (54) then yields

XS(sn)X = —1 (55)
1 Since Y(s) exists, det [1, + S] does not vanish identically in s.
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Note that X‘S(s)X is a one-port passive scattering coefficient and that
therefore (51) implies

X'8(s) +1L,X =0 (56)

identically in s. Furthermore, since [S(s) =+ 1,44] is positive semidefinite
for all real positive s, it follows that

XS(s) + Lol = 0 (57)
identically in s. Thus from (53) and (57)
XV=1X[S+1LuE=0
or

n+41
TV = 0
=1
where the 2, are real constants, not all zero. However since Y(s) exists
Zn41 cannot vanish. Dividing through by z.41 gives an expression of
the form

n
Upy1 = Z B:
i=1

in which the 8; are real constants.
It is of incidental interest to note that the proof does not require
that N be lossless. It is sufficient that it be passive.}

APPENDIX C

The Realizability Conditions Stated Explicitly in Terms of the Parame-
ter T

According to Theorem 4, Y(s) is realizable with a lossless reciprocal
network and a two-terminal element comprising a parallel combination
of a resistor of value R ohms (R > 0) and a capacitor of value TR™'
farads (T > 0) if and only if Y(s) = Y(s/T') is a symmetric positive-
real matrix that satisfies the conditions of Theorem 3. Let Y.(s) be ex-
pressed in standard form:

-1 —
——UU". 58
(=) (58)
T The original version of this proof, based also on the formulation (53) and the
fact that [S + 1,41] is of normal rank n, assumed that the network N is lossless

and hence that S(s) is a regular para-unitary matrix. The final version of the
proof was suggested by D. C. Youla.

?3(8) =



MULTIPORT STRUCTURES 875

In terms of 7(s),

e[
Also,
o] (7L -],
and

[Y.(s)le |:Yg <T>:| [¥(s)lw

Theorem 3 and the above equations yield

Theorem 8:

The rational positive-real n X n symmelric short-circutt admittance
matriz Y(s) is realizable as a lossless network containing inductors, ca-
pacitors, and ideal transformers and a two-terminal element comprising a
parallel combination of a resistor of value R ohms (R > 0) and a capaci-
tor of value TR~ Farads (T > 0) if and only if
i. When Y.(s) = Ko, a matriz of constants, the rank of K, does not

exceed unity and [(1/s)Y(s)]. — TK, is nonnegative definite.

7. When Y.(s) is not @ matriz of constants (a) Y.(s) can be expressed in

standard form withk = T; (b) if k = T, [Y.(s)],, =0; (¢) if & > T,

[Lew] - L men.

is nonnegative definile.
Similarly, Theorem 5 can be transformed to read:

(Lo ] - F[1 ]

18 nonnegative defintte.
The modifications necessary to treat the case in which the resistance
is equal to — R ohms are obvious in view of Theorem 4.
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On Non-Computable Functions

By T. RADO
(Manuseript received November 12, 1961)

The construction of non-computable functions used in this paper is based
on the principle that a finite, non-empty set of non-negative integers has a
largest element. Also, this principle is used only for sets which are excep-
tionally well-defined by current standards. No enwmeration of computable
Sunctions is used, and in this sense the diagonal process is not employed.
Thus, it appears that an apparently self-evident principle, of constant use
wn every area of mathematics, yields non-constructive entities.

I. INTRODUCTION

The purpose of this note is to present some very simple instances of
non-computable functions. Beyond their simplicity, these examples
throw light upon the following basic point. If a function f(z) is to serve
as an example of a non-computable function, then f(x) must be well-
defined in some generally accepted sense; hence the efforts to construct
examples of non-computable functions reveal the general conviction
that over and beyond the class of computable (general recursive) func-
tions there is a much wider class, the class of well-defined functions. The
scope of this latter class is vague; in some quarters, there exists a belief
that this class will be defined some day in precise terms acceptable to
all. The examples of non-computable functions to be discussed below
will be well defined in an extremely primitive sense; we shall use only
the principle that a non-empty finite set of non-negative integers has a
largest element. F'urthermore, we shall use this principle only for excep-
tionally well-defined sets; and thus our construction will rest upon con-
siderations which occur constantly in every area of mathematics. It may
be of interest to note that we shall not use an enumeration of computable
functions to show that our examples are non-computable functions.
Thus, in this sense, we do not use the diagonal process.

II. TERMINOLOGY

We shall use binary Turing machines (that is, Turing machines with
the binary alphabet 0, 1), in the sense of the excellent presentation of

877
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Kleene’s Metamathematics (see Ref.), with the following exceptions.
First, we do not permit a center shift; thus the machine must shift after
the execution of an “overprint” instruction (the purpose is to simplify
the following presentation). Second, we shall use the term “card” instead
of “state.” The reason is that the examples below were obtained as by-
products of a logical game (the Busy Beaver game described below)
which the writer made up to familiarize beginners with the idea of a
Turing machine; and it appeared that terms such as state, internal con-
figuration, and the like had a mysterious connotation for beginners.
To illustrate some notational conventions to be used, let us consider
the following example of a binary, 3-card Turing machine.

Cy Cy Cs
0 102 0 111 0 112
1 113 1 102 1 100

Here C,, C., C; stand for Card 1, Card 2, and Card 3. On each card,
the left-most column contains the alphabet 0, 1. The next column is the
“overprint by”’ column; the next one is the “shift” column (where 0 is
the code for a left shift and 1 is the code for a right shift). The last col-
umn is the “call card” column; it contains the index of the next card
to be used, or 0 (zero), where 0 is the code for “Stop.”” This notation was
found very convenient in situations where one wanted to enumerate
(serialize) Turing machines with a given number of cards.

The reader is assumed to be familiar with the meaning (in the sense
of Kleene; see Ref.) of the statement that a binary Turing machine
“computes’ a function f(z). It is understood that we consider only func-
tions of non-negative integers with values which are again non-negative
integers.

III. THE BUSY BEAVER GAME

Consider a potentially both-ways infinite tape (see Ref.), where each
square contains a 0 (all-zero tape). Start the 3-card machinc deseribed
in Section II (with its Card 1) under any square. The reader will find
that the machine stops after a few shifts, and when it stops, there are
six ones on the tape. Actually, this particular machine is one of the four
highest scorers (as of today) in the international BB-3 game (the 3-card
deck classification of the Busy Beaver game). The rules in this game are
as follows.
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1. The contestant selects a positive integer n; and then makes up his
own n-card, binary, Turing machine (using the notational conventions
explained in Section ITI).

71. He starts his machine (with its Card 1) on an all-zero tape, and
satisfies himself that his machine stops after a certain number s of shifts.

i14. He then submits his entry, as well as the shift-number s, to any
member (in good standing) of the International Busy Beaver Club.

tv. The umpire first verifies that the entry actually stops exactly
after s shifts. Note that this is a decidable issue; the umpire merely
operates the entry, persisting through not more than the specified num-
ber s of shifts. If the entry fails to stop after s shifts, it is rejected; if
it stops after fewer than s shifts, it is returned to the contestant for
correction. After the entry has been verified, its score is the number
of ones on the tape when it stops.

Naturally, the BB-n champion is the contestant who achieved the
highest score (so far) in the BB-n classification. FFor example, in the
BB-3 classification, the score of 6 was first achieved by R. Hegelman
(U.S. Naval Weapons Laboratory, Dahlgren, Virginia). This score has
been reached since by several others; but nobody knows as yet whether
6 is the highest possible score in the BB-3 classification. The reader who
tries to settle this question will soon realize the difficulties involved in
this sort of problem. Beyond the enormous number of cases to survey,
he will {ind that it is very hard to see whether certain entries do stop
at all. This is the reason for the requirement that each contestant must
submit the shift number s with his entry.

IV. HIGHEST SCORE

There arises now the problem of determining the highest possible
score in the BB-n classification. In line with the point of view explained
in the introduction, we formulate this problem with due care and cau-
tion.

Returning to rule 7. of the game, we see that a valid entry in the
BB-n classification is a pair (M,s), such that the following holds.

(a) MM is an n-card binary Turing machine.

(b) s is a positive integer.

(¢) M stops after exactly s shifts if started (with its Card C;) on an

all-zero tape.

In discussing rule ¢v. above, we noted that we can actually decide
whether or not an entry (M,s) is valid. Also, if (Mu,s1), (Ma,s:) are
valid entries such that M, = M, , then evidently s; = s ; hence the
number of valid BB-n entries cannot exceed the number N(n) of all
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possible n-card, binary Turing machines. It is easy to see that
N(n) = [4(n + 1)1 (1)

Also, there exist valid BB-n entries; for example, on choosing the 0-line
of Card 1 as 110, one obtains an entry which stops after one shift.
Accordingly, if we denote by I, the set of all valid BB-n entries (M,s),
we obtain a non-empty, finite set £, which has the following features.
(a) We actually exhibit elements of %, ; so I, is non-empty as a
matter of concrete observation.
(b) We not only know that £, is finite, but for the number N.(n)
of elements of this set of valid entries we have [see (1)] the in-
equalities.

1 < NJ(n) < N(n) = [4(n + D" (2)

(¢) For every pair (M,s) we can actually decide whether or not
(M,s) e 5, .

Evidently, £, is (by current standards) an exceptionally well-defined
non-empty, finite set. Yet, we shall show below that N.(n), the number
of elements of %, , is not a computable function of n. Next, each valid
entry (M,s) € I/, has a definite score o(M,s) assigned to it (see Section
III). Thus, for the same reasons, the set of these scores is an exceptionally
well-defined non-empty finite set of non-negative integers. We denote
by Z(n) the largest element of this set.

Thus

Z(n) = max [¢(M,s)] for (Ms)ekE,. (3)

We shall see presently that Z(n) 1s not a computable function of n.
Let us note, however, that it is entirely possible that Z(n) can be effec-
tively determined for particular values of n. For example, evidently
2(1) = 1. Also, it has been proved that Z(2) = 4. We noted above
that we know several BB-3 entries with a score of 6; hence £(3) = 6,
and it seems plausible that =(3) = 6. Now while for low values of n
it is quite hard to achieve a respectable score, Dr. C. Y. Lee observed
(in a letter to the writer) that for higher values of n one can achieve
very large scores. The following proof for the non-computability of Z(n)
was obtained by developing this comment of Dr. Lee.

V. THE GROWTH OF Z(n)

Let f(z), g(x) be two functions (as specified in Section II). We shall
wrile

f(@) >— g(x)
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to state that f(z) > g(«) for x greater than a certain z, . Using this
notation, we shall now prove the following theorem.

Theorem. Z(n) > — f(n) for every computable (that is, general re-
cursive) function f(n). Hence =(n) is not computable.

Proof. Assign a computable function f(x). Introduce the auxiliary
function

Fo) = U6 + 7 (4)
Then (see Ref.) F'(x) is also computable. Evidently
F(z) z f(z). (3)
F(x) z 2" (6)
F(z + 1) > F(z). (7)

Now since F(a) is computable, we have a binary Turing machine M,
with a certain number C of cards (states) which computes F(z) (in
the sense described in Kleene; see Ref.). Now assign any integer = 0.
We have then a binary Turing machine M® | with 2 4+ 1 cards (states)
which prints on an all-zero tape & + 1 consecutive ones and stops under
the right-most one of these ones. For » = 2, for example, M® has the
3 cards:

Cz 03

0 113 0 101

Now consider the binary Turing machine M ® given by the symbolic
diagram:

M2 M® - My — My .

If the cards of M,® are written out with consecutive indices, then it is
seen to have 1 + x + 2C cards. If started on an all-zero tape, M ™ will
first print (going to the right) a string of x + 1 consecutive ones; then,
beyond a 0 to the right, it will print a string of F(x) + 1 consecutive
ones; finally, beyond a 0 to the right, it will print a string of F[F(z)] + 1
consecutive ones, and then will stop (under the right-most 1 it printed).
Thus evidently N® is a valid entry in the BB-(1 + x + 2C) classifi-
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cation with a score equal to
3+z+ F(z) + FiF(2)].

Hence, the maximum score (1 4+ 2z + 2C) in this classification satisfies
the inequality

Z1+az+20) 23+ 2+ F(z) + FIF(2)]. (8)

Now since evidently 2° >— (1 + & + 2C) and F(z) = a° [see (6)],
it follows that

F(x) >— (1 4+ 2+ 20). (9)
Also, F(x) is monotone increasing by (7); hence (9) yields
FIF(x)] >— F(1 + a2 4+ 20C). (10)

From (8) and (10) we see that
S14+2+2C) > F(1 + x4+ 20);
hence (since F(x) = f(x))
(1 4+ 24+ 2C) >— f(1 + =z + 20).
On setting n = 1 4+ & 4+ 2C, we obtain finally
Z(n) >— f(n)

and the theorem is proved.

The rate at which Z(z) grows is illustrated by the following intuitive
observation. A Turing machine My for computing H(x) = z! can be
constructed with not more than 26 states. Let us consider the chain of
Turing machines:

M®D - My — My — My — My .

It follows from (8) that the number of ones which is produced by this
chain is more than (({(z!)!)!)!. Using the construction of the machine
My mentioned above, we may show that by combining these machines
properly, the number of states required for this chain of machines for
x = 7, for instance, is not more than 100. Therefore, =(100) is at least
(((7TH DL Since Z(100) is probably far bigger than this lower bound,
it would be interesting to know how large a lower bound one can get
for =(100).

VI. THE FUNCTION S(n)

It is evident from our definitions that the set E. of valid BB-n entries
coincides with the set of the n-card stoppers, where by a stopper we



ON NON-COMPUTABLE FUNCTIONS 883

mean a (binary) Turing machine which, if started on an all-zero tape
with its card C; , will stop after a while. Now the second coordinates s
of the valid BB-n entries (M,s) constitute a finite, non-empty set of
positive integers; we denote by S(n) the largest element of this set.
Thus S(n) is the maximum of the shift-numbers of the n-card stoppers.
Clearly

S(n) = Z(n). (11)

Indeed, since we do not permit center-shifts, a BB-n entry must shift
after it prints a 1; thus (11) is obvious. F'rom the theorem in Section V
and from (11) we sce that

S(n) >— f(n) (12)

for every computable function f(n). Thus S(n) is non-computable (the
reader will readily see that this result is equivalent to the undecidability
of the so-called halting problem).

VII, THE FUNCTION N . (n)

This function, defined above as the number of elements of the set E,
(that is, the number of n-card stoppers) does not grow unreasonably
fast [see (2)]. However, we can discuss it as follows. Let us denote by
N (s,n) the number of those BB-n entries which stop after exactly s
shifts. Evidently, the computation of N(s,n) can be readily programmed;
informally, one finds the value of N(s,n) by running each one of the
n-card binary Turing machines [whose number is given by (1)], per-
sisting through not more than the given number s of shifts, and noting
the number of those that stop after exactly s shifts. Let us put

G(sn) = 3 Niim), ~ (13)
®(s,;m) = N.(n) — G(sn). (14)

Clearly, G(s,n) is the number of those BB-n entries that stop after not
more than s shifts; thus G(s,n) < N.(n), and hence ®(s,n) = 0. Since
evidently G(s,n) = N.(n) for s = S(n), we see that S(n) is the smallest
value of s for which ®(s,n) = 0; in symbols:

S(n) = (us)[®@(s;n) = 0], (15)

where (us) means ‘“the smallest s such that.” From (13)—(15) it follows
(see Ref.) that if N,(n) were computable then S(n) would be comput-
able too; since we know that S(n) is not computable, it follows that
N.(n) is non-computable.
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7.1 Remark

Suppose that, for a certain integer no, we somchow succeeded in
determining the exact value of N.(n). From (13)-(15) it follows that
we can then determine S(no) also, and hence finally Z(n,). Various
other comments will readily occur to the reader. IFor example, the casily
proved inequality

S(n) £ (n + 1) =(5n) 2767

gives rise to some curious observations.

VIII. SUMMARY

Inspection of the preceding presentation shows that we used in our
constructions only the following “principle of the largest element”:
If F is a non-empty, finite set of non-negative integers, then Z has a
largest element. This principle is used constantly, as a matter of course,
in every field of mathematics. Our examples above show that this prin-
ciple, even if applied only to exceptionally well-defined sets E, may take
us beyond the realm of constructive mathematics. Of course, common
everyday experiences may be used to illustrate this sort of phenomenon.
For example, when the writer wanted to find a certain highway on an
automobile trip, he received the following directions from the foreman
of a construction crew: “Drive straight ahead on this road; you will
cross some steel bridges; and after you cross the last steel bridge, make
a left turn at the next intersection.” Luckily, the unsolvable problem
implied by this advice was resolved by a member of the construction
crew who volunteered the information that “after you eross the last
steel bridge, there isn’t another steel bridge until you reach Richmond,
130 miles away.” The reader may find it amusing to verify, by detailed
study of the excellent book of Kleene (Ref.), that this little story illus-
trates, in a concrete manner, some truly basic points in the theory of
computable functions.
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On the Theory of Shrink Fits with
Application to Waveguide

Pressure Seals

By A. J. SCHEPIS

(Manuscript received November 15, 1961)

Waveguide antennas for misstles and space vehicles usually require a
window or radome to provide a pressure seal. The technique of shrink fitting
s a stmple method to seal rectangular waveguides. A theoretical and experi-
mental tnvestigation has been undertaken to study the stresses and displace-
ments that result from shrink fits between rectangular cross sections.

An appropriate differential equation is derived by applying simplifying
assumptions to the theory of thermal stresses. The solution of this equation
indicates that for certain combinations of materials and sizes of rectangles,
there 1s a critical wall thickness below which a pressure-tight shrink fit
cannot be made regardless of the temperature at which the shrink fit process
78 tnitiated. A comparison is presented of the analytical solution with ex-
perimental results of “Teflon’’* shrunk fit into precision fabricated X-band
waveguwide. Finally, tabulated results are presented to indicate the mag-
nitude of the stresses and displacements to be expected from typical materials
and rectangles of vartous sizes.

I. INTRODUCTION

The derivations and conclusions reported in this paper have been
stimulated by the current interest in light-weight microwave antennas
for missiles and space vehicles. These antennas must be capable of main-
taining a pressure seal in temperature environments from —80°F to
+400°F or higher. A typical seal is intended to maintain a pressure of
one atmosphere. Such pressures are required to prevent electrical break-
down of the waveguide at nominal operating power.

A common method of achieving such a seal is to provide a radome
over the antenna. This scheme is usually effective but requires gaskets

* “Teflon” is a registered trademark of the E. I. du Pont DeNemours and Co.
The type referred to in this paper is a polytetrafluorethylene resin.

885
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and screws and, moreover, is an additional structure to be carried during
flight.

A design is proposed in which a suitable dielectric plug, or core, neces-
sary to give the required antenna pattern, is inserted into the waveguide
opening of the antenna. A pressure seal between the plug and the wave-
guide is accomplished by first chilling the plug to a temperature well
below that of the waveguide piece. The plug is then inserted into the
waveguide. As the plug warms up, it expands and exerts sufficient pres-
sure on the walls of the waveguide to cause an effective seal.

The purpose of this study is to determine theoretically as well as
experimentally the feasibility of such a shrink fit. The study includes
the behavior of thin wall rectangular tubes into which a core is shrunk
fit, where the core may or may not be of the same material as the tube.
The particular solutions that are sought are the resulting stresses and
deformations at the interface of the tube and the core; the stresses to
indicate the effectiveness of the seal, and the deformations to indicate
the degree of distortion of the tube. While it is by no means obvious
that a limit on wall thickness exists, for given materials and shape of
rectangles, below which no seal can be obtained, it will be shown that
such a limit does indeed exist.

II. FORMULATION OF THE PROBLEM

2.1 General Formulation

The analysis is performed for the general case, i.e., the size of the
rectangular enclosure, type of materials, and the temperature environ-
ment are all arbitrary, as shown in Fig. 1. The core material, Z; , is
subjected to a temperature change, AT, until it can be inserted into the
tube, E. . Therefore, AT = T, — T, where T is the initial temperature
of the tube and the core and T’ is the temperature to which the core is
reduced.

For a core with no variation of temperature or stress through the
thickness we may assume a condition of plane stress. Consider, there-
fore, a thin wall rectangular tube of material, E,, in which a material,
Ey, is shrunk fit, as shown in Fig. 1. A set of coordinate axes, z-y and
u-v, is located at the centers of the broad and narrow walls respectively.
The deformation of the tube from its original shape is y and ». The
strains perpendicular to the interface of length b, and a, are e, and &,
respectively.

We assume that the corners of the tube do not move, that the stresses
induced in the enclosure are due to bending only, and that the right
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Fig. 1 — Deformation of thin wall rectangular tubing by a shrunk-fit core,
general case.

angles formed by both sides remain right angles. The first two assump-
tions admit a contradiction since the first will result in a tension in the
beam. This tension will be neglected because of the following reasons:
1. the corners actually move and the stress due to tension introduced by
the assumption of fixed corners is assumed negligible. To analyze the
problem with the admission of the moveable corners would introduce
undefined boundary conditions, and . the enclosure wall thicknesses
are such as to consider the enclosure a beam frame where the stresses
due to bending are predominant. These simple assumptions are satis-
factory approximations in many practical cases where we are concerned
only in the elastic range. For instance, in the case of “Teflon’” inserted
into aluminum or brass the solution obtained on these assumptions is
in good agreement with actual measurements.’ In other cases, the de-
formations of the sides of the enclosure are so great as to render the dis-
placements of the corners negligible. Also because of symmetry the
centers of the interfaces do not move parallel to the interface. We there-
fore make the further assumption that all strains parallel to the inter-
faces are zero. We note at this time we are only concerned about the
interfaces.

From the theory of elasticity’ as applied to restricted thermal ex-
pansion we have for the stress in the y direction:

Gy = ——-_L(:g (&y + nes) + AT
— v

1 (1)

1—V1
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where: g, and &, are strains anywhere in the region, F, .
ay is the coefficient of linear expansion of I .
AT is the temperature change experienced by F; and is not a
function of position or time.
v 1s Poisson’s ratio for F; .
F is the modulus of elasticity of material designated Z .
Since this stress exists throughout the core, it exists at its boundary and
becomes the loading on the enclosure. In our problem for the interface
of length b, :
e =0. g = _ e, + afhaT
1 _ V12 1 — "

We make the further simplified assumption that the strain g, at the
interface is simply the ratio of the change in length to the original length.
The original length is the initial (cold) state length: a,/2, therefore
& = AL/L, = —(2y/a,).

_ 2E1 alElAT
—ao(l—vl2)y 1—

Soooy (2)
Now this normal stress (2), being continuous across the boundary
between F; and I, , provides an outward load on the tube. Consider-
ing E; of length b, as a uniform simple beam of unit depth this stress is
merely the load per unit length. Using the differential equation for the
deflection of beams:’®
d'y
g, = = — 3
2le 74 q (3)
where ¢ is the intensity of the load per unit length and is considered
positive acting in the negative y direction. Substituting (2) into (3):

‘ﬁ’+<ﬂ> 2 - E1>a1AT
e T \GL) ad — Y T T\ImLh) T -

and I, is the moment of inertia of the beam. Let

_ B R _ P aAT . s
_Eglg, 8 —ag(l—v;[Q)’ M_l—lq’ @ —7}
B (4)
. ay 4.
..(7;1‘1‘4&:[/— _M.

Similar reasoning for the interface of length a, leads to an analogous
equation:
d'

T 4+ 48% = - M (5)
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where ¢ = 2P/b,(1 — »°), 8* = ¢'/4 and all other terms are as pre-
viously defined.

Equations (4) and (5) are the governing differential equations which
describe the general behavior of the rectangular shrink fit.

Note that both (4) and (5) have the same form as equations for beams
on clastic foundations. This is understandable if we consider that the
same condition exists whether the beam is embedded in a foundation
that helps support the load as the beam deflects or that the intensity
of the load decreases as the deflection increases, as is the case in this
analysis.

2.2 A Special Case — the square shrink fit

The solutions and results of this case are carried out in Section A.2.
It is determined that there is a definite wall thickness limit, determined
by the choice of materials and size, below which no square enclosure can
effectively be sealed by a shrink fit process.

III. RESULTS OF ANALYSIS

3.1 General

The final equations were programmed on the IBM 704 computer to
include as wide a variety of combinations of materials and different size
enclosures, as is practicable with materials that obey, at least in part,
Hooke’s Law of stress and strain.

The parameter chosen as a convenient variable to describe the merit
of the shrink fit is called, here, the “shrink fit resistance,” i.e., the higher
the value of this parameter or “resistance” the lower the resulting com-
pressive stresses. This parameter contains such constants of the con-
figuration as Modulus of Elasticity of both the core and the enclosure,
Poisson’s ratio of the core, dimension of the enclosure, and thickness of
the enclosure wall. This resistance is described by:

ob,

2

The initial run through the computer was for values of ab,/2 from 0
to 300. This range covered all possible combinations of interest. This
run indicated that for values of resistance greater than 30 the expansion
of the core was practically free-expansion, and the stresses between the
core and the enclosure were zero at least to four decimal places. As an
example, one can visualize trying to obtain a shrink fit of a block of
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steel or titanium in a thin shell of cork or plastic. The block would ex-
pand as if the shell were nonexistent.

In a second run of the computer for values expanded between 0 and
30, it was determined that a seal could exist for a value of resistance
lower than 2.10 for all sizes of rectangles. Above this value, separations
would occur in a definite pattern for particular sizes. A “definite pattern”
implies that at low values we obtain few but large separations and at
progressively higher values we obtain many more but smaller separa-
tions until we approach (around 30) a “just-touching” situation of zero
pressure. The results are approximately as shown in Fig. 2.

Relatively few rectangles can be sealed that possess values of resistance
greater than 2.10, and less than 2.40. As was mentioned previously,
these become fewer and fewer as the resistance becomes greater. Ree-
tangles with resistance greater than 2.40 cannot be sealed.

An interesting phenomenon is that if the value of the resistance is
great enough to prevent a seal, then this situation exists no matter at
what temperature the shrink fit takes place. This is because the con-
dition for a seal is independent of the temperature, while the intensity
or “tightness” of the fit is directly proportional to the temperature.

.‘xbo.
2< — <5

5% — 9 0z %P0 2,
\ /
(a) \ (o // ©
\
\ /!
\ /
\ /
\ /
\\ /
I ————————————
\ / r 1
< \\ / I -1.- :
=< | |
TYPICAL POINTS I —
OF SEPARATION || |
| { [
| |
R |
. by . by .
12< ?- < {4 —2 >30
(d) (e)

Fig. 2 — Typical separation patterns for values of ab,/2 between 2 and 30,
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3.2 Delatled Results

An examination of Fig. 2 indicates typical modes of separation or -
leakage points as the resistance increases. It can be seen that separations
occur in sequence. If m = 0, 1,2, 3 - - -, modes of separation in any one
narrow wall then there are n = 1,2, 3,4 - - -, corresponding separations
in any one broad wall. i.e., m = n — 1 and the total number of separa-
tions in any mode is 4n — 2.

A comparison of Fig. 3, which is a plot of stresses and displacements
at the wall centers, with Fig. 2 clearly demonstrates how the wall centers
have alternately positive and negative stresses. Fig. 3 also indicates the
extreme reduction in the magnitude of the stresses beyond a resistance
value of approximately 2.10. Therefore, although there are a few rec-
tangles that can be sealed beyond ab,/2 = 2.10, the intensity of the fit
is very low. A good rule of thumb is to design a shrink fit to have a re-
sistance less than 1.0. In this manner the lowest compressive stress is
more than 75 per cent of the stress in an infinitely restricted expanded
core.

For example, the resistance of teflon into small X-band waveguide
is approximately 2.166. Results from the computer indicate a minimum
compressive stress of approximately 10 pounds per square inch while
the maximum compressive stress is over 1200 pounds per square inch.

1.0 o
PROFILES FOR REMAINING
09 VALUES OF P FALL  _|.
- APPROXIMATELY WITHIN .
THE SHADED AREA
08 0.2
=0.5—- T =14
o7 r r=10 , 0.3 o
' &
a o8 04 3
w w
£ ¢
& 05~ -os
s )
04 - 0.6 a
o.lz__ =
ul 0.3 % 0.7«
3=
02 08 Yy
X o9
0 v 1.0
-0.1 | I \/ Ll ] 1.1
02 04 06 08 | 2 4 6 810 20 40
o,
2

Fig. 3 — Stresses and displacements at wall centers for a square enclosure
(r = 1) and a rectangular enclosure (r = 0.5).
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e ———— ———-—————-)I

TABLE I —STRESSES AND DISPLACEMENTS FOR +-SECTION OF

RECTANGLE
abo = %! Ppoint Aot dodt P P
2 |TT 5, TR i’ i’ o °v Ear

2.40 | 0.60 0 —1.00626 —0.549488 —0.00625819 0.670307
1 —0.945438 —0.507973 0.0545624 0.695216
2 —0.764464 —0.392764 0.235536 0.764342
3 —0.480664 —0.232534 0.519336 0.860479
4 —0.165034 —0.0771141 0.834966 0.953732
5 (.000000 0.000000 1.000000 1.000000

2.40 | 0.70 0 —0.999453 —0.804216 0.000547044 0.437049
1 —0.936954 —0.746459 0.0630464 0.477479
2 —0.751725 —0.584672 0.248275 0.590730
3 —0.463771 —0.355304 0.536229 0.751288
4 —0.149463 —0.125321 0.850537 0.912275
b 0.000000 0.000000 1.000000 1.000000

2.40 | 0.80 0 —1.00026 —0.957217 —0.000261307 0.234226
1 —0.937961 —0.891096 0.0620387 0.287123
2 —0.753238 —0.703685 0.246762 0.437052
3 —0.465777 —0.432318 0.534223 0.654145
4 —0.151312 —0.153320 0.848688 0.877344
5 0.000000 0.000000 1.000000 1.000000

NoTE: Any negative sign appearing in the last two columns indicates a separa-
tion. All other values of r with ab,/2 = 2.40 cannot be sealed.

This is not considered an effective seal for the intended environment of
one atmosphere.

Table I is an abstract from the computer runs. It indicates that there
are a few rectangles with a resistance value greater than 2.10 that can
be sealed — although not too effectively.

Therefore, although the resistance value is 2.40 and most of the sizes
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of rectangles with this resistance value cannot be sealed, a rectangle
with dimensions a,/b, = 0.70 can be sealed. If this intended seal is to
withstand low pressures this combination may well be an effective seal.
On the other hand, when a,/b, = 0.6 or 0.8 a seal cannot be made regard-
less of the temperature of the shrunk fit, since the quantity (P/E.M)a,
is negative. In fact the larger AT (and therefore M) becomes, the greater
the separation that results.

1V. RESULTS OF EXPERIMENT

In order to verify the preceding analytical interpretation it was neces-
sary to experimentally perform the shrink fitting operation, and measure
the subsequent deformation of the waveguide. Precision brass waveguide
was selected with internal dimensions of 0.4000” x 0.9000”, a wall thick-
ness of 0.0500”, a Modulus of Elasticity of approximately 17 X 10°
p-si. Type 1 “Teflon” was selected for the inserts, with a Modulus of
Tlasticity of approximately 60,000 p.s.i. and a value of Poisson’s Ratio
of 0.46.

A total of 5 waveguide sections were used in the analysis. The guide
was machined to 3”7 lengths while the “Teflon” inserts were cut in 2”
lengths. The five “Teflon” inserts were machined oversize for the shrink
fitting operation on the basis of the coefficients of expansion at three
different temperatures. The temperatures selected were —60°IF, —90°IF
and —120°F. This range was chosen since the proposed application of
this analysis is for equipment which must operate satisfactorily over a
temperature environment of —60°IF to 4-225°I". Since “Teflon’ has a
larger coefficient of expansion than brass the high temperature environ-

TaBLE I
Block Temp. °F E){sze;isiicoiﬁn_t% Calculated Size—inches Actual Size—inches
1 —60 —1.00 0.4040 x 0.9090 0.4040 x 0.9080
2 —90 —1.18 0.4047 x 0.9106 0.4045 x 0.9098
3 —90 —1.18 0.4047 x 0.9106 0.4049 x 0.9098
4 -120 —1.28 0.4051 x 0.9115 0.4049 x 0.9107
5 —120 —1.28 0.4051 x 0.9115 0.4049 x 0.9103

Average Coefficients of Thermal Expansiont for Type I “Teflon’

Temperature Range °C

Coeflicient of Expansion per degree C

+25 to —50 135 X 10-¢
+25 to —100 112 X 10-6
+25 to —150 96 X 10-¢
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ment does not offer a problem. To effectively maintain a seal at the low
end however, the “Teflon”” blocks must be machined oversize for a
temperature lower than —60°F. Each block is listed in Table IT along
with its associated temperature, coefficient of expansion and actual
block dimensions.

To accurately measure deflections of the waveguide due to the ex-
panding “Teflon” a recording system® was devised which could provide
a maximum magnification factor of 31,000 to 1. Basically it consists of
a strain-gage activated transducer whose output is fed to an amplifying
and recording system. The transducer itself (see Fig. 4) is essentially a
cantilever beam which is deflected as the waveguide section is translated
on a reference platform beneath the point probe. These deflections are
picked off in strain gage outputs and fed to an amplifying system which
controls a recorder chart. A deflectometer was used to insure synchroniza-
tion of the chart drive and the trace of the transducer probe across the
waveguide wall. The result is a magnified profile of the waveguide walls.

WAVEGUIDE

POINT PROBE

STRAIN GAGE

REFERENCE PLATFORM

Fig. 4 — Apparatus used to measure deformation.
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Prior to a discussion of the results a brief description of the shrink fit
operation follows. Although the “Teflon” inserts as noted in Table I
were machined oversize for three different temperatures, they were all
inserted at a temperature of approximately —300°F. The coolant used
in this operation was liquid nitrogen. The blocks were submerged in the
liquid nitrogen for several minutes and then inserted into the waveguide
allowing 3” opening on either end. The entire operation was performed
in a controlled atmosphere of dry nitrogen to prevent the formation of
frost on the “Teflon” blocks. By utilizing this extreme temperature
coolant a tolerance was achieved so that upon removal of the blocks
from the bath and prior to their immediate insertion into the guide, the
resultant expansion was not sufficient to interfere with the placement
of the cores. The specimens were allowed to stabilize for 30 minutes at
the end of which time their profiles and resultant deflections were re-
corded. A 3-point suspension was used in mounting the waveguide sec-
tions to the reference platform so that accurate measurement of opposite
sides of waveguide could be recorded after deflection had taken place.
The profiles were monitored before and after insertion of the plug at
various stations (3 inch) along the length of the waveguide, including
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Fig. 5 — Predicted vs actual displacements at —60°F. Expanded portion
(circled) illustrates preservation of right angle at corner.
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the middle of the 2” “Teflon.” The profiles at each station followed the
same general pattern with the maximum expansion occurring at the
center of the 2” “Teflon.”

The curves (I'igs. 5, 6, 7) were plotted for a quarter section of wave-
guide to illustrate the resultant expansion produced by the shrink fit
operation. The predicted analytical expansion was plotted on the same
scale, so a comparison could be made between the two. The analytical
analysis assumed that the waveguide corners remained at right angles
to each other during the expansion process. This initial assumption was
borne out in the experimental data as a valid one. In order to insure the
validity of this phenomenon additional profile measurements were per-
formed on an expanded scale directly in the corner region. These meas-
urements definitely indicated a negative or inward expansion of the
narrow wall, preserving the right angle corner of the waveguide.

Although predicted and experimental expansions are not in exact
agreement, the profiles of each follow the same pattern. The differences
in the magnitudes of the total expansions can be attributed to several
factors. Machining tolerances in both the brass waveguide and ‘“Teflon”
inserts could not be held much closer than 0.0005 inch. In addition, cold
flow of the “Teflon’ inserts occurring immediately after their insertion
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Fig. 6 — Predicted vs actual displacements at —90°F. Expanded portion
(circled) illustrates preservation of right angle at corner.
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Iig. 7 — Predicted vs actual displacements at —120°F. Expanded portion
(circled) illustrates preservation of right angle at corner.

and prior to remeasurement of the waveguide sections introduced an
additional discrepancy.

It is apparent from the curves that because of this cold flow the load-
ing intensity of the shrink-fit was decreased, resulting in smaller deflec-
tions in both the broad and narrow walls. Nevertheless, the predicted
and experimental profiles are in relative agreement with respect to the
basic assumptions.

V. GENERAL INFORMATION
Table III indicates the magnitudes of the stresses and displacements
one might expect from typical materials and various sizes of rectangles.

VI. SUMMARY AND CONCLUSIONS

The stresses and deformations resulting from rectangular shrink fits
can be described by general differential equations of the form:

4
Lt Ay=B; e =Cy+D
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TABLE III —STRESSES AND DISPLACEMENTS AT WALL CENTERS

ab, a, dat 4ot P P
= 7’=b—0 ﬁy ﬁ'l)xl()z ETMay mvu
0.5 0.1 —0.0140475 0.0369430 0.985952 1.00004
0.2 —0.0168590 0.129932 0.983141 1.00026
0.3 —0.0188721 0.250018 0.981128 1.00075
0.4 —0.0200661 0.366116 0.979934 1.00146
0.5 —0.0204413 0.444737 0.979559 1.00222
0.6 —0.0200013 0.450008 0.979999 1.00270
0.7 —0.0187518 0.343972 0.981248 1.00241
0.8 —0.0167051 0.0873193 0.983295 1.00070
0.9 —0.0138850 —0.359327 0.986115 0.996766
1.0 —0.0103330 —1.03330 0.989667 0.989667
1.0 0.1 —0.192576 0.514591 0.807424 1.00051
0.2 —0.224629 1.74104 0.775371 1.00348
0.3 —0.245227 3.22422 0.754773 1.00967
0.4 —0.255226 4.50577 0.744774 1.01802
0.5 —0.255174 5.10577 0.744826 1.02553
0.6 —0.245660 4.53701 0.754340 1.02722
0.7 —0.227738 2.36752 0.772262 1.01657
0.8 —0.203330 —1.66401 0.796670 0.986688
0.9 —0.175387 —7.51309 0.824613 0.932382
1.0 —0.147551 —14.7551 0.852449 0.852449
1.5 0.1 —0.603086 1.68992 0.396914 1.00169
0.2 —0.657292 5.20538 0.342708 1.01041
0.3 —0.682426 8.66591 0.317574 1.02600
0.4 —0.683702 10.3389 0.316298 1.04136
0.5 —0.664697 8.53652 0.335303 1.04268
0.6 —0.630410 2.01635 0.369590 1.01210
0.7 —0.588972 —9.25054 0.411028 0.935246
0.8 —0.550402 —23.6036 0.449598 0.811171
0.9 —0.522637 —38.2895 0.477363 0.655394
1.0 —0.508389 —50.8389 0.491611 0.491611
2.0 0.1 —0.928988 2.91315 0.0710119 1.00291
0.2 —0.960541 7.98587 0.0394589 1.01597
0.3 —0.965532 11.0070 0.0344678 1.03302
0.4 —0.950164 8.13079 0.0498358 1.03252
0.5 —0.920893 —3.46879 0.0791066 0.982656
0.6 —0.888056 —23.2032 0.111944 0.860781
0.7 —0.862943 —46.0441 0.137057 0.677691
0.8 —0.851041 —65.7452 0.148959 0.474039
0.9 —0.850384 —78.9297 0.149616 0.289633
1.0 —0.855904 —85.5904 0.144096 0.144096
2.5 0.1 —1.06440 4.01305 —0.0644005 1.00401
0.2 —1.07415 9.56188 —0.0741458 1.01912
0.3 —1.06987 8.90597 —0.0698685 1.02672
0.4 —1.05587 —4.50505 —0.0558715 0.981980
0.5 —1.03877 —31.5782 —0.0387744 0.842109
0.6 —1.02657 —63.3918 —0.0265694 0.619649
0.7 —1.02256 —88.2025 —0.0225558 0.381953
0.8 —1.02433 —101.705 —0.0243283 0.186362
0.9 —1.02825 —105.513 —0.0282519 0.0503840
1.0 —1.03214 —103.214 —0.0321412 —0.0321412
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ab, an 4at 4ot P P
- V=b: J—!y 71})(102 maﬂ m”v
3.0 0.1 —1.08931 5.15386 —0.0893139 1.05154
0.2 —1.09015 10.1753 —0.0901539 1.10175
0.3 —1.08848 2.16564 —0.0884799 1.02166
0.4 —1.08547 —26.9990 —0.0854682 0.730010
0.5 —1.08295 —68.9590 —0.0829545 0.310410
0.6 —1.08209 —103.274 —0.0820925 —0.0327402
0.7 —1.08246 —120.106 —0.0824568 —0.201057
0.8 —1.08320 —122.784 —0.0831998 —0.227840
0.9 —1.08387 —117.430 —0.0838700 —0.174300
1.0 —1.08436 —108.436 —0.0843641 —0.0843641
4.0 0.1 —1.04066 7.49643 —0.0406582 1.07496
0.2 —1.04197 7.03350 —0.0419736 1.07033
0.3 —1.04981 —28.3538 —0.0498060 0.716462
0.4 —1.05711 —92.8190 —0.0571056 0.0718099
0.5 —1.05871 —141.325 —0.0587114 —0.413247
0.6 —1.05692 —156.244 —0.0569194 —0.562436
0.7 —1.05484 —150.169 —0.0548359 —0.501691
0.8 —1.05336 —135.702 —0.0533627 —0.357021
0.9 —1.05238 —119.646 —0.0523759 —0.196463
1.0 —1.05163 —105.163 —0.0516336 —0.0516336
5 0.5 —1.01252 —187.848 —0.0125207 —0.878477
1.0 —1.00910 —100.910 —0.00910095 —0.00910099
7 0.5 —0.997154 —217.039 0.00284579 —1.17039
1.0 —0.997427 —09.7427 0.00257313 0.00257313
10 0.5 —1.00014 —207.423 —0.000136673 | —1.07423
1.0 —1.00013 —100.013 —0.000125572 | —0.000125572
15 0.5 —1.000000 —199.256 0.223517 —0.992557
X 107
1.0 —1.000000 —100.000 —0.596046 —0.596046
X 1077 X 10-7
20 0.5 —1.000000 —199.981 —0. —0.999813
1.0 —1.000000 —100.000 —0. —0.
30 0.5 —1.000000 —199.999 —0. —0.999986

where y is the deflection at any point & along the interface, g, is the
stress at that point, and A, B, C and D are constants.

For any rectangular enclosure and core there exists a practical limit
above which no effective seal can be obtained. This limit is defined as
the shrink fit resistance and is a function of dimensions and materials.
The limiting value of resistance is 2.40. All rectangles with resistance
values less than 2.10 can be sealed. Rectangles with resistances between
2.10 and 2.40 may or may not be capable of being sealed, depending on
the details of configuration and materials.
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Pressure sealing of waveguide is a typical application of shrink fits
between rectangular connections. Usually the designer may choose the
material and thickness of the waveguide. The choice should be made to
limit the resistance to a value of 2.0 or less, regardless of the size of the
enclosure or the temperature at which the shrink fit takes place. There-
fore, for given materials and size of rectangle a pressure seal will exist
if the wall thickness is

o) 4 %
)]
=35 L\E:/ a.(l — »?)

where %, , E; are the modulus of elasticity of the core and enclosure,
respectively
v, is Poisson’s ratio for the core
a, , b, are the narrow and broad wall dimension, respectively.
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APPENDIX

A.1 The General Solution
The general solution to (4) is:
y = A sin ax sinh ax + B sin ax cosh ax + C cos ax sinh ax + D
cos ax cosh ax — (M /4a')

where

Taking the origin of the coordinates in the middle of beam b, as in Iig. 1,
we conclude from symmetry that B=C=0.

.y = A sin az sinh ax + D cos ax cosh ax — (M/4a"). (7)

IFrom the boundary conditions at the ends of the beam:y = 0 at z =
b./2

%1 — Dcomx%’cosha%’
A== ) (8)
. ab, . , ab,
sin sinh

2 2
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Similar reasoning leads to the deflection equation for beam @, with
coordinate axes v and v in the middle of beam a, :

= E sin fu sinh Bu + H cos fu cosh u — (M/48*). (9)

where

M

M Bao osh B%  (10)
. E=45 Hcos2 cosh2

Ba, Bao
5 inh ==

We assume that the corners of the tube, £, , are much stiffer than the
“beams,” and that the right angles formed by both sides remain right
angles. We also assume that any deformations to cause the corners to
open would exceed the elastic limit of the tube and would result in
permanent deformation. We are not concerned with this situation.

In view of the above, the slopes at the corners are equal:

Y oe_bys2) = Duma,2 8S indicated in Fig. 8 (11)*

The last boundary condition necessary is that the moments at the
ends of the beams are equal:

” .
Y oa=—,/2) = Vu=a,/2 (12)

Now

Yy = ad [sin ax cosh ax + sinh ax cos azx]

-+ aD [cos ax sinh ax — sin ax cosh ax]

*. substituting (8) and evaluating 3’ at x = — (b,/2)
sin ab, + sinh ab, M bo
y’xz_(bo/g) = oD ab 40[ Ot—' + Co tha
2

Likewise for beam a, : ¢ at v = a,/2

. _ “sin Ba, -+ sinh Ba, M Bato 5a0>
Uy=a,/2 = _BH 6 . N @_CE; + 4—B§ (COt 7 + coth 7
2

2 sin == sin
2

* Note: Primes indicate derivatives with respect to r and dots indicate deriva-
tives with respect to w.



902 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1962

Fig. 8 — Conditions at corner of tube.

From boundary condition (11) we can solve for D:

1| M(K  F
= a5 (5 + &) — ] (1%)
where
sin ab, + sinh ab,
E —
9 s ab, . aby
sin < sin 3
sin Ba, + sinh Ba,
G = Ba Ba,
2 sin o5 sinh 5
ab, ab,
F = cot7 + coth7
K = cot 52‘10 -+ coth%’.
Now 3" = 2a’ [A cos ax cosh ax — D sin ax sinh az]
_2 2 2 abo . 2 Olbo> _ZE g_li,)
sy ~ o D (cos 5 + sinh 5 —+ 92 co cosh 5
. r=-—b, -
"’ sin 9‘—b—° sinh a—b"
2 2
Likewise for beam a, :
ot (cost B 4 a2 B2) 1 M 2y
e 26H<cos 3 4+ sinh 2)—i—2—ﬁ2(cos—cosh 3
sin 222 sinh 2%

2 2
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*. from boundary condition (12) we again solve for D:

2
FH (cos2 pa, sinh® Ba.,) - M (cos ba, cosh 8a0>

o? 2 2 1p%? ) 2
sinB ° + sin hBa"
D - N h2 ab,,
ab
B 5 (14)
[ abo ab,
4 oth 2)
2 ab, o 2ab
cos” — + o5
sin 222 sinh ‘}3_
*. to evaluate H, we equate Equations (13) and (14); and let
g a, 4o'H B
;1—1)—0—1‘ then ST
where,

[(cot %i' + coth a%“) + <cot gg—” -+ coth a?b" r§>i|
B =2

sin ab, + sinh ab,

[ (o onten) - (o on )

r ab . 2 ab
cos’ —;)—" + sinh® ==

“

sin ab,r! 4 sinh abgr! |
( . a;)o s sinh ‘32957 7,.?) (sin Oéba + sinh abo)
9 Oébo 3 . 2 abo 3
’— Lcos’ 7T + sinh 2T

L.ww. ab, ;
2 2 "

and

h N
~
[

-
i

+ Vr

gab>
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With this value of H, D can be determined from either (13) or (14).
Ifinally:

da' 4a'D ab, ab,
I y = S8 [cos ax cosh ar — <cot - coth 7)
sin ax sinh ax ;
sinar sinhaz | — ({1 — Shorsnn o (16)
sin by sin ab,
2 2
where
b b
Ve o<W
3 =v=3
and
éi v = 4——a4H [cos ar'u cosh arty
MM
C(bo 3, ozba H N 1 . 1
— (Lot 5 r* coth 53 r) sin ar' u sinh ar u] (17)
1 sin ar* u sinh art u
— (1=
! sin O‘—b"r§ sinh a—b"ri
2 2
where
rho 70,
o< g < o
3 =%=73
or
a a
~ < < °
g =4%=3

and the stresses for interfaces b, and a, are respectively:
40! P da'r

—y+1 and .—E1_Mav=—]‘_[

P
E—lMUl’:ﬂl v+ 1.

A2 A Special Case: The Square Shrink Fit

As a point of interest: if a, = b, (square enclosure);r = 1

» ab, ab,
H=D-= il ! 2 oo ?> sin ab, sinh abo (18)
N " 2q* \sin ab, -+ sinh ab, 2 2
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and
b, ab,
y=v= £ e 2 - COth? sin ab sinh ab cOS ar
y 20t [\ sin ab, + sinh ab, 2 2 «
ab,

-cosh ax — cos

ab, . .
5 cosh —9—” sin e sinh oz:v)

Z <

(19)

1 . sin ax sinh ax
2 sin ab, sinh ab,
D) 2

< 4

The maximum deflection is at x = 0:

/ ab, ab\ (. by . bo)
Y= 0 s = % (cos—Q— cosh 2>(smha§ sina g (20)
o sin ab, + sinh ab,

It can also be shown that the slopes are zero at the end of the interfaces
and at the four midpoints, when r = 1.
The condition for zero stress at * = w = 0 is obtained from (2) as

_aATa,,(l + v M
2 T 4t

IIA

Y (21)
The solution breaks down wherever a tension at the interface is indi-
cated, since the load becomes zero over the separated portion of the
beam. The calculated tension is that which would be required to prevent
separation of E; from the computed deflection curve. Substituting (21)
into (16) when & = 0 gives D = 0; then from (18) we have the neces-
sary condition that

abo _ abo
cot -5 = coth 5

therefore from Fig. 3 the eigenvalues of this equation are determined.
(Although these values are for a square and indicate resistance values
which result in zero stress at the wall centers, they are approximately
the boundaries for the ranges of the modes of separation for any rec-
tangle.) (Compare Fig. 9 with I'ig. 3.)

ab,
9

&

~. eigenvalues of = 2.365; 5.498; 8.639; 11.781 - - -
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otby

COT—3

Njw
N]
[
3
Nl
N]
w
3

(————LEAK—~——)|<——-~LEAK S S LEAK————)i(—LEAK—ﬂ

shlsnliaslisn

2.36 5.50 8.64 11.78
alb,
2

Fig. 9 — Square shrink fit: boundaries for modes of separation. The values
shown are also approximately valid for any rectangle.

These eigenvalues after the first (2.365) are for all practical purposes
separated by .

To extend this to the more general case of rectangular enclosures we
can determine from (16), (17), (2) and the equivalent of (2) the
following at * = 0 and u = 0 respectively (midpoints of the enclosure
walls);

_ I

oy =

D4eDad o= ad

. g, and o, have the same sign (=) as the constants D and H re-
spectively. When these constants are negative the stress on the insert
is a pseudo-tension or in reality a separation of the insert and the en-
closure at the midpoint of the enclosure walls. Care must be exercised
in determining whether a seal exists or not. If the sign of either constant
D or H is negative or if either constant is zero then a seal is not possible.
A seal will exist only if both constants are positive.
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Monte Carlo Solution of Bond
Percolation Processes in
Various Crystal Lattices

By . L. FRISCH, S. B. GORDON, V. A. VYSSOTSKY, and
J. M. HAMMERSLEY {

(Manuscript received November 29, 1961)

We present the outline of an IBM 7090 machine program for the Monte
Carlo estimation of the percolation probability for a variety of space lattices.
The underlying theory is briefly summarized.

I. STATEMENT OF THE PROBLEM

Percolation processes deal with the transmission of a “fluid” (dis-
turbance, signal, ete.) through a “medium” (material, region, ete.)
against impediment by random irregularities situated in the medium.'
This paper considers the case where the medium is a regular crystal
lattice in two or three dimensions, consisting of “atoms” (the vertices
or sites of the lattice) and “bonds” joining specified pairs of atoms. The
next section will specify the structure of the lattice more completely.
The fluid originates at one or more atoms of the lattice, called the source
atoms, and flows from atom to atom along the connecting bonds. How-
ever, each bond (independently of all other bonds) has a fixed proba-
bility p of being able to transmit fluid and a probability ¢ = 1 — p of
being blocked: these randomly situated blocked bonds constitute the
random impediments to the spread of the fluid. We write Py(p) for the
probability that the fluid will reach (or ‘“wet”, as we shall say) more
than N other atoms besides the source atoms; and the problem is to
estimate P(p) = limy.. Py(p). We do this by estimating Py(p) for a
suitably large value of N: it turns out that N ~ 2000 is sufficient in
many cases. The present paper describes the general organization of an
IBM 7090 program for obtaining a Monte Carlo estimate of Py(p).
The numerical results appear elsewhere.”

t Oxford University, Oxford, England.
909
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II. STRUCTURE OF THE LATTICE

We consider below the three-dimensional problem in such a way that
it contains as a special case the two-dimensional problem. A regular
three-dimensional lattice consists of a number of fundamental cells, all
identical apart from their position in space. Each cell is specified by
integer coordinates (z, y, z) representing its position in space (z,y,2 = 0,
=41, %2, - -+ ). Each cell contains a finite number of atoms, limited in
our IBM 7090 program to a maximum of eight atoms per cell, and
denoted by A, B, --- | H.

In the problem, as originally posed in the previous section, some of
the bonds may be one-way (i.e., only able to transmit fluid in a specified
direction) while others may be two-way (i.c., able to transmit fluid in
either direction). It can, however, be proved theoretically that Py(p)
is unaltered if a two-way bond is replaced by two one-way bonds of
opposite directions. It is therefore enough to consider the case where all
bonds are one-way bonds, and we confine ourselves to this case hereafter.

Let us write T'(z, y, 2) for the atom of type 7(T = A, B, --- , H)
in cell (=, y, 2). The lattice is regular in the sense that, if there is a
bond from T'(z, y, z) to T*(a*, y*, 2*), then there is a bond from T'(z +
Ly + myz+n)toT*@@* + 1, y* + m,2* + n)forany [, m,n = 0,
+1, 42, - - - . Therefore we need only specify the terminal atoms reached
by each bond from each atom of the cell (0, 9, 0). The program limits
the number of bonds from a given atom to a maximum of 12. There is
no restriction that distinct bonds from a given atom shall lead to distinct
terminal atoms; and thus we may, if we wish, have two or more bonds
in the same direction between a given pair of atoms.

The machine receives information about the lattice structure from a
series of input cards, having the format described below. To each atom
of the cell (0, 0, 0) there is a “‘structure’” card, followed perhaps by one
or two “continuation” cards. The format of a structure card is:

70-72
CT1

Columns
Contents

In such a card, 7' (in columns 15, 27, 37, 47, 57) stands for one of the
letters A, B, - -+, H (not necessarily the same in each case); and each
of the symbols z, y, z is a signed integer. The entries in columns 5-13,
24-26, 36, 46, 56, 70-72 are in BCD (binary coded decimal). Instead
of the whole word STRUCTURE in columns 5-13, the single letter S in
column 5 will suffice. Columns 15-23 specify the atom of cell (0, 0, 0)
from which bonds lead to the atoms appearing in columns 27-35, 37-45,
47-55, and 57-65 respectively. Thus the structure and card provide for

46 ) 47-55
T(xyz)

56 | 57-65
T(zyz)

5-13 15-23 24-26 ) 27-35
STRUCTURE | T(4040+4-0) | T@- | T(zy2)

36| 37-45
T(zyz)

» H )
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up to four bonds from the given atom of cell (0, 0, 0). If there are fewer
than four bonds, some of the T (zyz) will be left blank. The next four
(or fewer) bonds are similarly specified on a first continuation card
with format:

57 70-72

cT1 cr2 -

The last four (or fewer) bonds appear on a second continuation card
with format:

27-65
Same format as structure card

Columns
Contents

5-7 70
CcT2 S

In both continuation cards, columns 5-7 and 70-72 are in BCD. If the
atom specified in columns 15-23 of the structure card has four or fewer
bonds from it, both continuation cards are omitted and we replace CT1
in columns 70-72 by S in column 70 (in BCD); if it has between 5 and 8
(both inclusive) bonds from it, the second continuation card is omitted
and we replace CT2 in columns 70-72 by S in column 70. The final
structure on continuation card is followed by an “end’ card with END
(in BCD) in columns 5-7.

For example, the simple cubic lattice with a pair of one-way bonds
(one in each direction) between each pair of nearest-neighbor atoms is
specified by:

STRUCTURE A(404+0+0) TO- A(H14+040), A(H04+140), A(H04+0+1), A(—1+040) CT1

cr A(+0+404+0) TO- A(+0—1+0), A(+0+0-1) S
END

27-65
Same format as structure card

Columns
Contents

Similarly, the tetrahedral lattice (diamond erystal) with a pair of one-
way bonds in each direction between nearest neighbors is given by:
STRUCTURE A(+0+0+0) TO-  B(H04+0+0), B(14+040), B(H04+140), B(4+0+04+1) 8

S B(+04+04+0) TO- A(+0+0+0), A(—140+4+0), A(+0-140), A(H0+0-1) S
END

The two-dimensional cases arise when z = 0 identically on all cards.

III. INPUT TO THE MACHINE

The complete input to the machine consists of the program deck,
followed by (7) an identification card, followed by (i) a parameter
data card, followed by (#7) a set of structure and continuation cards
(as described above), followed by (#v) an end card (as described above).

The format of the identification card is:

5-15 18-25 26-66 68-72
PERCOLATION |CRYSTAL|Name of crystal| PUNCH

Columns
Contents
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These entries are all in BCD. If PUNCH appears in columns 68-72, the
output from the machine will appear on the printout and will also be
punched onto cards; if PUNCH is omitted from columns 68-72, the
output will appear on the printout but cards will not be punched.

The format of the parameter data card is:

25-28

Horx FhkKk

Columns 5-8
Contents “ RUNS
Columns 5-8, 13, 19-23, 31-37, 48 are in BCD. Columns 10-12 contain
a first run number; columns 14-16 contain a last run number: the
purpose of these two run numbers will be described presently. All run
numbers must be positive integers. Columns 25-28 contain the number
N, appearing as a suffix in the desired function Py(p). The maximum
value of N permitted by the program is 7000.

14-16 l 19-23
| LINES

10-12 I 13

31-37 39-47 | 48 | 49-57
SPURCES | T(zyz) T(zyz)

IV. GENERAL CONDUCT OF THE CALCULATION

The calculation carried out by the machine is at first sight rather
different from the problem posed in the first section of this paper. The
change of formulation simplifies the calculation without affecting the
ultimate numerical answer.

The calculation consists of a number of separate runs. In each individ-
ual run, independent random numbers 5 are assigned to cach bond of
the lattice. I8ach 7 is uniformly distributed between 0 and 1. This process
of assigning n-values to the bonds replaces the original process of block-
ing bonds, so that the question of a bond being blocked or not does not
arise in the reformulated process. Consider a connected path of bonds
Bi, B2, -+, B on the lattice, where the (necessarily one-way) bond
B; leads from the atom fo which the preceding bond 8.; led (¢ > 1).
Let n1, 72, - -+, m be the n-values of the respective bonds 8, , 8z, - - - ,
B . Define the n-value of this path to be the minimum of 7 , 92, -+~ , 7 .
Next consider any atom other than a source atom. Define the v-value of
this atom to be the supremum of all path g-values, taken over all paths
which lead from some source atom to the given atom. Ifinally define ¢,
to be the largest number such that there are more than n atoms, other
than source atoms, whose y-values are equal to or greater than ¢, .

Now ¢, for any fixed n is clearly a random variable, depending upon
the several -values assigned to bonds of the lattice. P,(p), regarded as
a function of p, is the cumulative distribution function of the random
variable 1 — ¢, .}

The machine is programmed to calculate ¢, for each run. Thus the
set of all runs provides a sample of values of 1 — ¢, , and the empiric
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distribution of this sample can be taken as an estimate of the required
function P,(p).

So far we have regarded n as a fixed integer. Actually, the output of
the machine on any one run is a table of ¢, as a function of n for all
n < N, where N is the number set on the parameter data card. Thus the
complete calculation provides estimates for P,(p) foralln = 1,2, --- |
Nandall0 £ p £ 1.

Succesive runs are numbered serially R, , Ry + 1, --- , Ry, where R,
is the first run number specified on the parameter data card, and R» is
the final run number specified on the parameter data card. Hence
Ry — Ry + 1 is the sample size for each empiric distribution. The run
number R; + ¢ of the (¢ 4+ 1)th run is used to trigger off the genera-
tion of random numbers 5 assigned to bonds in this run. Hence a run
may be repeated for checking purposes by repeating the run number;
but, if a fresh and independent sample of v, is desired, the parameter
data card must specify a set of run numbers which does not overlap the
set previously used. Since three decimal digits are available for run
numbers, the maximum sample size is 999. A sample of size about 100
is usually adequate.

V. OUTPUT FROM THE MACHINE

The printout from the machine, also punched onto cards if ordered
on the identification card during input, is as follows.

The printout begins with a copy of all input data (exeluding the
program deck). Thereafter follows a table, whose columns are headed:

RUN NO. STATE ¢ VALUE

Each row of the table has an entry in each of these four columns. An
entry under RUN is the current run number R being computed (R; <
R = R,). The entrics under N@. and ¢ VALULE are respectively n and
¢x , tabulated for 0 < n < N omitting any values of n such that ¢, =
i1 (0 = n = N). Thus the only values of ¢, printed are new values
less than all preceding values in the run. (Clearly ¢, is a non-increasing
function n by virtue of its definition.) Such new values are indicated
by the prefix NEW. The value of ¢y is, on the other hand, prefixed by
FINAL and also suffixed by an asterisk to help in reading the output
quickly. The entry under STATE is either FINISHED or T() BE
CONT., according to whether the run is complete or not. The only other
possible entry under STATL is INHIBITED: this is a safety device,
to be explained later. It means that certain technical circumstances
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TABLE I— EXTRACT OF PRINTOUT

RUN NQ. STATE ¢ VALUE
23 518 70 BE CONT. NEW ¢ = .748
23 1000 FINISHED FINAL ¢ = .748+
24 0 T0 BE CONT. NEW ¢ = .906
24 1 T0O BE CONT. NEW ¢ = .803
24 5 T0 BE CONT. NEW ¢ = .791
24 11 TO BE CONT. NEW ¢ = .783
24 17 TO BE CONT. NEW ¢ = .770
24 19 T0 BE CONT. NEW ¢ = .762
24 20 70 BE CONT. NEW ¢ = .715
24 21 T BE CONT. NEW ¢ = 711
24 1000 FINISHED FINAL ¢ = .7T11*

(whose occurrence is extremely unlikely) have arisen to prevent com-
pletion of the run. In an inhibited run all values of ¢, in the printout
are valid: all that has happened is that » has been prevented from rising
beyond a certain value, at which instant the run is automatically dis-
continued.

The extract of the printout shown as Table I will help clarify matters.
It gives the end of the twenty-third and the whole of the twenty-fourth
run for a computation on the simple cubic crystal with N = 1000. To
find the value of ¢, for a value of n not printed in the Table, take the
value of ¢ for the largest n less than the required n. In the above example,
cs = 0.791 in run 24.

The machine stores values of ¢ as 9-bit binary decimals. Hence the
rounding error in ¢ is about 0.001 and not 0.0005.

VI. OUTLINE OF THE PROGRAM

What has been said so far contains everything that a user of this
program needs to know. What follows in the remainder of this paper
is an explanation of how the machine carries out the program, and is
intended for those who are interested in programming techniques.

The two main entities in any given run are (¢) a number denoted by
¢, and (z7) a so-called “wet list” of atoms. An atom is qualified for
membership on the wet list if it is a source atom or if its y-value is not
less than ¢. Normally the value of ¢ is held constant and the machine
recruits new members of the wet list. However, if a stage is ever reached
during a run where no further recruits can be found with the existing
value of ¢, then the machine reduces ¢ by an amount just sufficient to
ensure the existence of at least one fresh recruit. The run begins with
¢ = 1 and a wet list containing just the source atoms. Since a given
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atom in a given run has a given y-value (depending upon the p-values
assigned to bonds in that run), reduction of ¢ can never disqualify
existing membership of the wet list. Successively recruited members of
the wet list (other than source atoms) are numbered 0, 1, --- . A little
reflection will show that at the moment, when the member numbered »
is added to the wet list, the current value of ¢ must be ¢,. The run is
terminated as soon as the wet list contains N 4+ 1 members. Thus the
machine output is simply the result of printing any freshly reduced
value of ¢ against the number of the next member to be added to the
wet list.

This procedure would be unworkable if the machine had to examine
all atoms of the lattice for this qualification to belong to the wet list.
What makes the procedure workable is the observation that there can
exist no qualified fresh recruits if the existing value of ¢ exceeds the
n-values of all bonds, which lead from some atom of the wet list to some
atom not in the wet list. Let us call such bonds the outgoing bonds of
the wet list. If the wet list has an outgoing bond whose n-value is at
least ¢, then this bond leads to an atom which is qualified for membership
of the wet list. If the value of ¢ has to be reduced, the new value of ¢
is the highest g-value of all existing outgoing bonds. Hence, at any
stage of the calculation the machine need only examine the n-values
of the outgoing bonds of the currently existing wet list.

Information about the current status of the wet list resides in a block
of registers in the core storage of the machine, with three registers
(denoted by £, E + 1, E + 2) allocated to each atom of the list. We

write

E = (x,y,2 T) = [11, 11, 11, 3};

il

E+1=(X) = [36]; (1)

L +2= (40,7 =1[9 12, 15];

to indicate that I contains four different quantities (denoted by z, y, 2,
and T respectively) occupying 11, 11, 11, and 3 bits of the 36 bits
available in a single register. The contents of £ + 1 and £ 4 2 are
exhibited In a similar manner. If we wish to emphasize that we are
talking about the nth atom A, (n = 0, 1, --- , N) in the wet list (ex-
cluding the source atoms of the wet list), we place n as a suffix to any
of the above quantities: thus

(E + 2)n = (‘lbn y P s 7"n)- (2)
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The symbols have the following meanings: (x,, ¥, 2,) are the three
integer coordinates of the cell containing the atom A4, , and 7, is the
type of the atom A, (7T, = A, B, ---, H in the notation for crystal
structure). X, is a 36-bit pseudo-random number, generated according
to the multiplicative congruential recursive relation (low multiplication)

X, = 6" X, (mod 2%), (3)

where 8 is a permanently fixed odd integer, and the recursion is triggered
from the initial state

X1 = f(R) (4)

where f(R) is a fixed function of R, the run number of the run under
consideration. (R = R; 4+ j in the (7 4+ 1)th run). The meanings of
¥, ¢, and = will be stated in a moment.

The lattice structure allows us to have up to 12 bonds leading from
cach atom; and for the sake of exposition it is convenient to suppose
in the first place that cach atom has a full complement of 12 bonds
from it. The atom A, thus requires 12 p-values for its 12 bonds: we
denote these by (7,,7.%, -+, 7."™). The quantity ¢ consists of 12
independent bits ¢, = (¢.",6.">, -+ -, #."2) also corresponding to the
12 bonds. If an atom has fewer than 12 bonds from it, we put the cor-
responding ¢ = 0 to signalize the absence of a bond. For a bond
actually present, we also put ¢ = 0 if it is known that this bond leads
to some atom already in the wet list. In all other cases, ¢ = 1. Thus
all outgoing bonds from A, have ¢,” = 1: the converse is not neces-
sarily true, since we may have a bond, which exists and which leads to
an atom already in the wet list (and is therefore not an outgoing bond),
although at the current stage of the calculation we have not yet dis-
covered that this bond leads to an atom in the wet list. Thus the quantity
¢ represents a state of current knowledge. We define

,‘b" = max (7’"(1)¢n(1)’ cee 7)n(12)¢n(12))- (5)

To validate this definition we require that cach 7. be a 9-bit number.
We achieve this by means of

(X)) = (" 2% Y2 =1990909)]
BX,) = (1" 2.7, 2.9, ?) =109,9,9,9,
BFX) = (1.7, 2., 0., 2) =19,9,9,9)]
BX,) = (2.7, 2.7, 0., 2) = 19,9,9,9)]

(mod2™),  (6)

where ? denotes a 9-bit number which is not used (because the terminal
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digits of pscudo-random numbers are too regularly distributed), and
where the congruential notation in (6) indicates low multiplication as
in (3).

VII. PROGRESSIVE CONSTRUCTION OF THE WET LIST

We are now able to describe recursively how the wet list is compiled.
In what follows, it is important to remember that the wet list consists
of both source atoms as well as recruited atoms in this list.

Suppose that the wet list is already partly compiled and that we have
reached a stage at which the current ¢ value has just been reduced to
a new value. Starting at the beginning of the wet list, we successively
scan each atom in the order of the list. IFor each atom scanned we ask
first if its Y-value is less than ¢. If ¢ < ¢, we pass to the next atom on
the list. If ¢ = ¢, we determine all values of 7 such that n”¢™ = ¢:
these represent the only bonds which can lead to an atom at present
qualified for membership of the wet list. Call such an atom a target
atom of the scanned atom. Noting the ecell coordinates and the type
number of the scanned atom, we compute the cell coordinates and the
type number of cach target atom of the scanned atom. We then look
through the wet list to see which of the target atoms do not belong to
the wet list, and we add to the end of the wet list all target atoms not
already on the wet list. With these new additions to the wet list, every
bond from the scanned atom to a target atom leads to an atom of the
wet list, and therefore we now set ¢ = 0 for all values of 7 for which
we had 7% = ¢. Next we recompute ¢ from (5). Of course the new
value of ¢ is less than c. Therefore in the scanning procedure we go to
the next atom in the wet list. Ultimately the scanning procedure will
reach the end of the wet list. At this stage, all ¢ in the wet list are less
than ¢. We therefore reduce ¢ to the largest ¢ in the wet list, and restart
the scanning from the beginning of the wet list. We continue this proce-
dure until we have recruited N 4 1 atoms to the wet list.

To assist in computing the new value of ¢ required at any reduction
of ¢, we make a small modification of the foregoing procedure. We define
a number c¢*, called the ¢-candidate. At the beginning of any scan, we
set ¢* = 0. Before leaving any scanned atom and proceeding to the
next one, we take max (¢, ¢*) to be the new value of ¢*. Thus when we
reach the end of the scan, ¢* equals the required new value of c.

VIII. WET LIST SEARCH

As described above, we have to search through the wet list to decide
if a target atom is already in the list. To expedite this search we define
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the modular type of an atom A, in the wet list to be the least non-
negative residue

by = &n + yn + 2, (mod 256), (7)

and we dissect the wet list into 256 equivalence classes according to
their modular type. A target atom can only be in the wet list if it is its
own equivalence class, and hence it is sufficient to search just one
equivalence class in the wet list.

Suppose that A,qy, Aa@, -+, Ay are the atoms in the wet list
currently belonging to the equivalence class to be searched. We define
. , appearing in (1), by

Ty = (7 — 1). (8)

Thus we can search the equivalence class backwards; for at any stage
of the search, the m-value for the atom currently examined gives us the
address of the next atom to be examined. To start off this iteration,
the core storage holds a table, called the H-table, with 256 entries pro-
viding the values of n(k) for each equivalence class. When a new atom
has to be added to the wet list, we must write up its w-value: its =-value
is simply the entry (for the appropriate equivalence class) that is in
the H-table immediately before adding the new atom to the wet list;
and, immediately after adding this new atom to the wet list into address
n(k 4+ 1), say, we enter n(k + 1) into the appropriate position of the
H-table in place of n(k).

IX. INHIBITION OF RUNS

Tach of the coordinates z, y, 2z of a lattice cell is represented by an
11-bit integer, treated by the machine modulo 2048. Thus, effectively,
the lattice lies on a four-dimensional torus instead of the required three-
dimensional flat of four-dimensional Euclidean space. To remedy this
defect, we cut the torus on each of the three two-dimensional flats defined
by x = 0,y = 0, and z = 0 respectively. We place the source atoms in,
or in the immediate neighborhood of, the cell (1024, 1024, 1024); and
we set an inhibition flag if any cell coordinate becomes zero modulo 2048.

The run is allowed to proceed as before, after the inhibitor flag has
been set, up to such time as the machine calls for a new value of ¢. At
this instant, however, the inhibitor flag prevents the new value of ¢
being set, and instead terminates the run with the printout comment ¢
INHIBITED together with a point of the old value of c.

The net effect of this procedure is to allow the fluid to pass across the
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two-dimensional cuts in the torus, and even to complete circuits which
are not homotopic to zero. However, if such a circuit occurs, it may
imply an unnecessary reduction in ¢, or an unnecessarily large reduction;
and in that event the run must be terminated as a safety measure.
Nevertheless it is very unlikely, with the values of N used, that inhibi-
tion will be invoked; and in fact it has not been invoked on any run
calculated to date.

X. GENERATION OF PSEUDO-RANDOM NUMBERS

There is no point in calculating pseudo-random numbers which are
not going to be used. At the start of a run, all entries X, defined in (1),
are set with a negative sign. When the machine comes to scan any atom
in the wet list to look for possible outgoing bonds, it first asks if X is
negative. If X is negative, it replaces X by a positive pseudo-random
number X, , generated there and then by means of (3). If X is positive,
the machine knows that a pseudo-random number has already been
calculated for this atom, and it does not change X, . Thus, as the prob-
lem requires, each individual pseudo-random number remains fixed
throughout a run.

XI. DELTA AND PHI TABLES

Consider the stage of the calculation when the machine is scanning the
wet list and looking for the possible outgoing bonds from a particular
atom A to the corresponding target atoms. Let (z, y, 2z, 7') denote the
cell coordinates and type number of A; and suppose that we are con-
sidering the 7th bond from A (¢ = 1,2, --- , 12) as a possible outgoing
bond to a target atom, whose cell coordinates and type number we
denote by (2, ¥, 2/, T"). Then

B —E=(y,2,1T) - (x.y,2 T) = AT, 1) (9)

is a function of 7" and 7 only. We store A(T, 7) in relative location 167" +
7 of a block of 128 locations called the delta table. We can thus calculate
the coordinates of the target atom by entering the delta table and using
the addition

B = B+ AT, ). (10)

Similarly, the value of ¢ a target atom is a function ¢(T, 7), stored in
relative location 167 + 7 of a block of 128 locations called the phi table;
and this cnables us to write ¢’ into £’ + 2 by a straight look-up proce-
dure.
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The contents of the delta and phi tables are permanent settings com-
puted from the lattice structure data cards before starting the first run.
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Interference between Satellite Communi-
cation Systems and Common Carrier
Surface Systems

By HAROLD E. CURTIS
(Manuseript received December 6, 1961)

Vartous published papers have discussed in quite general lerms the
problem of interference between satellite systems and ground systems. These
studies have been largely qualitative, rather than quantitative, in nature.
The magnitude of the interference belween a satellite system and ground
system, however, depends greatly cn the frequency plans tnvolved, the char-
acter and degree of modulation used, and the parameters of the equipment.
Bell Telephone Laboratories has under construction experimental satellite
equipment designed to operate in the heavily used 4- and 6-kmc com-
mon carrier bands, and the present paper is directed to the potential in-
terference between this satellite equipment and ground point-to-point sys-
tems.

Interference tnvolving a satellite station and the T'D-2 and TH systems
s analyzed specifically, and it is shown that the separation between systems
must be of the order of 100 to 120 miles or more when the antenna of the
comanon carrier transmitter or recetver is poinled directly at the satellite
ground station. If the antenna is beamed 90 degrees or more from the satellite
site, the minvmum distance may be of the order of 10 males even when line-
of-sight propagation exists between localions. This assumes the use of the
Bell System’s horn-reflector antenna on the terrestrial system. With a para-
bolic dish antenna the latter distance must be increased to about 40 miles
and adequate blocking must exist in the interference path. These distances
provide adequate freedom from mutual interference for both telephone and
televiston modulating signals.

I. INTRODUCTION

Satellite systems will of necessity use ground transmitter powers of
several thousand watts. Present microwave systems in the United States
operating in the common carrier band utilize transmitters of the general
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order of one watt output power and in this sense are consequently only
about one-thousandth as interfering as a satellite ground transmitter.
Furthermore, the inherent noise per cycle of bandwidth at the input of
the satellite ground receiver will be about 20 db less than that of the
present-day commerical common carrier receiver, thus making it corre-
spondingly more sensitive to interference from other systems.

Several general studies of interference! 2 have used criteria of inter-
ference intended to encompass all varieties of ground radio relay systems,
but inevitably the decision as to whether interference between particular
sites is tolerable or intolerable must be made on the basis of the specific
radio systems involved and the frequency bands in which they operate.

The F.C.C., as a result of its studies, has recommended for considera-
tion a number of bands between 3700 and 8400 me, including the two
common carrier bands 3700 to 4200 mc for the spacecrafts and 5925-
6425 mec for the earth stations.?

The experimental satellite equipment presently under construction by
Bell Telephone Laboratories will operate in the top 100 megacycles of
the 4- and 6-kme common carrier frequency bands mentioned above and
thus, potentially, interference may occur between the satellite system
and the many ground commerical systems operating in these bands.

The Western Union Company has a radio relay system operating in
the 4-kme band, and a transcontinental system in the 6-kme band is
under construction. There are also a relatively large number of short
haul common carrier systems in the 6-kme band. However, the most
extensive user of cach of these two bands in the United States is un-
doubtedly the Bell System which had in operation at the beginning of
1961 approximately 300,000 one-way broadband channel miles of micro-
wave systems. A large fraction of this service utilizes the TD-2 system?
operating in the 3700- to 4200-mc band, and, at present, a small fraction
utilizes the recently developed TH system?® operating in the 6-kme band.
Tor this reason the interference study described herein is directed quite
specifically to the TD-2 and TH systems, but the basic philosophy is
readily applicable to other microwave systems.

Such a complicated network of microwave routes as presently exists
in the United States and Canada with its numerous sources of inter-
and intra-system radio interferences has necessitated most careful atten-
tion to this problem in order that the interference at baseband at the
end of a long circuit would be in reasonable balance with other sources
of system impairment, such as intermodulation between elements of the
system load and the noisc arising in the converters. This problem has
been discussed at some length in an earlier paper,® and the philosophy
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developed therein will be applied in the present paper to interference
involving satellite systems.

The experimental equipment under construction by Bell Laboratories
will transmit from ground to spacecraft in the 6-kme frequency band,
and in the reverse direction in the 4-kme band, so that the only appre-
ciable interferences between ground stations are those from satellite
ground transmitters into TH receivers and from TD-2 transmitters into
satellite ground receivers. For completeness, consideration is also given
to the two complementary interferences that would exist if the fre-
quencies were interchanged. Possible interference from the spacecraft
into ground receivers is discussed briefly.

Contours of permissible minimum separation between satellite ground
station and TH and TD-2 microwave stations are presented in this paper.
It should be emphasized at this point that the results are based on values
of parameters for the three systems that are pertinent at the present
time. Changes that may be made in the future such as increases in trans-
mitter power, improvements in receiver noise figure or change in fre-
quency plan would, of course, alter the conclusions reached herein.

While the contours are based on propagation under “average” terrain
conditions, it is believed that they should be of considerable value in the
early phases of site selection. However, in any particular case, if the
profile of the path so indieates, the power of the interference should be
calculated and compared with the objectives given later in Table ITI.

II. OBJECTIVES

Microwave systems with which we are concerned may handle tele-
vision or multichannel data and telephone signals, and in the latter case
the signal load may range from busy-hour full load to light early-morn-
ing load. Interference objectives must be sufficiently stringent to pro-
tect the systems under all normal conditions; moreover, interference
powers should be sufficiently less than the total receiver input noise so
as not to impair significantly the fading margin of the interfered-with
system.

Basically the amount of RF interference that can be tolerated de-
pends on the interference that it produces at baseband frequencies. The
spectrum of the interference at baseband frequencies resulting from RI'
interference between two 'M or PM waves is made up of beats be-
tween each frequency component of the spectrum of one RIFF wave and
each frequency component of the other. The frequency of any baseband
component is that of the frequency differcnce between the two RIF com-
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ponents that produced it; and finally the power of the baseband com-
ponent depends on the powers of the RIF components.

Therefore the baseband interference spectrum can, for convenience, be
thought of as the result of (a) a tone resulting from the beat between
the two carrier frequencies, (b) the sidebands of one wave beating
against the carrier of the second and vice-versa, and (c) the sidebands
of one beating against the sidebands of the other. The beat tone ideally
may appear as sinusoidal interference in a video signal, or as a tone in
some particular telephone channel. Actually, because of the very low
frequeney mnoise normally present on FM transmitters using klystron
deviators, the tone is more like a “burble” spread over a number of
channels, the particular channels affected at any time depending on the
difference frequency between the carriers at that instant. The second
and third classes of interference appear normally as unintelligible cross-
talk.

The relative magnitudes of carrier and sidebands at any time depend
on the degree and type of modulation applied to the radio transmitter.
Consequently the RI' interference objectives must be sufficiently re-
strictive that the baseband interference is adequately low for all condi-
tions of modulation. The procedure here will be to develop objectives
on the basis of full load telephone considerations and then to make
certain that they are adequate for all other loads and signals, whether
telephone or television. In general, the interference objective set by
telephone considerations is sufficiently controlling so that it is satisfac-
tory for other types of signals.

All long-haul microwave systems are subject to a number of sources
of transmission impairments. For example, a 4000-mile TD-2 system may
have approximately 140 sources of thermal-type noise due to the con-
verters, an equal number of sources of cross modulation due to repeater
phase and amplitude nonlinearity, 280 sources of waveguide echoes, 280
sources of intersystem co-channel interfercnce, together with a number
of somewhat less important contributions.

Good engineering practice indicates that for telephone service, the
rms sum of these impairments should, during busy hours, be not over
38 dba0, i.e., 38 dba* at a point of zero-db transmission level. This is
equivalent to —43 dbm in a 4-ke¢ band, and the signal-to-noise ratio is
27 db where the signal in each telephone channel is random noise equal
in power to an rms talker, one quarter active, or —15.8 dbm in a 4-ke
band, using values obtained from the Holbrook and Dixon paper.’

* The unit dba identifies a particular weighting characteristic for which 82 dba
is equivalent to one milliwatt of thermal noise in a 3-ke band.
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The division of this total permissible impairment into all the various
individual sources cannot be done by any set rule. The total number of
significant sources of noise impairment in a 4000-mile system, as enumer-
ated above, totals very roughly one thousand. Therefore if each were
given an equal share of the total, the individual allotment would be 8
dba0. Since interference and cross modulation are generally more annoy-
ing than thermal-type noise, it is normally a desirable goal that the
baseband noise due to the converters in a repeater should be slightly
greater than inter-modulation, which in turn should exceed the base-
band interference from RI' crosstalk. Then during a fade of the desired
carrier, the converter noise and interference in any telephone channel
will rise together and the interference will not predominate over the noise.

The distance between any satellite system site and a potentially in-
volved interfering or interfered-with TD-2 and TH station may vary
from a few miles to more than 100 miles. Thus, propagation between
them may range from line-of-sight, in which free-space propagation
normally exists for a very large fraction of the time over a full year, to
tropospheric scatter propagation, in which the long-term distribution of
path loss is normal in db and in which the chance of the received signal
being, let us say, 32 db or more above the median value is about 0.01
per cent.

For this reason two interference objectives are proposed. The first
applies to line-of-sight interference paths in which the propagation is
very close to that of free-space nearly 100 per cent of the time. Up-fades
greater than about 5 db occur less than about 0.3 per cent of a year’s
time, and down-fades of the interfering carrier simply decrease the
baseband interference. This is referred to herein as the “100 per cent”
objective, and it is intended that it be met for line-of-sight paths during
free-space transmission.

Tor interference signals which are constantly fading both up and down,
such as on tropospheric scatter paths, a second objective is proposed,
which should be exceeded only 0.01 per cent of the time. This objective
in terms of baseband noise may obviously be higher than- the 100 per
cent”” objective, and it appears reasonable to let the 0.01 per cent ob-
jective be 15 db more lenient than the “100 per cent” objective. The
“100 per cent’ objective is so chosen that the unintelligible crosstalk
type of interference in the worst telephone channel in the full-load
telephone case may be expected to be 9 dba0 during nonfading periods.
It may be 24 dba0 or greater 0.01 per cent of the time when the interfer-
ing signal path is well beyond line-of-sight. This may be compared with
the contribution of about 10 dba0 per repeater due to noise arising in
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the converters of a 4000-mile system during nonfading conditions. Inter-
ference may also manifest itself as tones in certain telephone channels
or in television transmission. The magnitudes of these effects will be dis-
cussed in a subsequent section.

III. FREQUENCY PLAN

Interference between two I'M or PM systems depends upon such pa-
rameters as frequency deviation, top baseband frequency, and upon the
frequency separation between the carrier frequencies of the systems in-
volved.

The CCIR recommends for the 6-kme¢ common carrier band a plan
based on a spacing of 29.65 me starting at 5945.20 me, and this is iden-
tical with the plan used in the United States by the Bell System for the
TH system and also by Western Union for its 6-kme system. Thus
eight satellite assignments, each about 50-mc wide, can be obtained in
the same band with 8 minimum of mutual interference by placing the
satellite carriers midway between the common carrier assignments as
shown on Ifig.

Coordination in the 4-kme common carrier range is less satisfactory.
The TD-2 system, when a route is fully developed, will have a channel

SHIFT ON SPACECRAFT IS:
UPPER GROUP-2220 MC
LOWER GROUP-2210 MC

ASSIGNMENTS IN 6 KMC COMMON CARRIER ASSIGNMENTS-
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FREQUENCY IN MEGACYCLES PER SECOND

Fig. 1 — Frequency plan.
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every 20 me from 3710 to 4170 me, while in TLurope a spacing of exactly
29 me is used.

A frequeney shift from the 6-kme to the 4-kme band must obviously
be made on the spacecraft, the optimum value of the shift for each of
the channels depending to a considerable extent on problems outside the
scope of this paper.

However, one possibility might be to use a shift of 2220 me for the
upper four channels, and 2210 me for the lower four channels. The
satellite assignments in the 4-kme band would then be as shown on TIig,.
1, and this plan is assumed in the present study. It will be noted that
the satellite carrier frequencies would, in all cases, be very close to
certain of those used in the TD-2 system. The effect on interference of
moderate departures in frequency from the plan shown on Fig. 1 is
discussed below.

IV. INTERFERENCE BETWEEN TWO FM OR PM WAVES

Signal and interference are customarily specified in units of watts per
cycle of bandwidth. Since there is a linear relationship between signal
power per cycle and carrier deviation in mean square radians per cycle
of bandwidth, it is convenient in this paper to express both signal and
interference in the latter units.

The method used herein to compute quantitatively the baseband in-
terference due to the presence of a weak interfering FM or PM wave can
be demonstrated by the limiting case when neither interfered-with nor
interfering carrier is modulated. Let the peak amplitudes of the two
carriers be F and kE, respectively, where k is small relative to unity,
and let the frequency difference between them be f. The interfering
carrier phase modulates the stronger carrier by k cos 2xft radians, and
the baseband interference power is proportional to k?/2 mean square
radians.

However, the present problem is most closcly approximated by two
carriers separated an appropriate amount in frequency and modulated
with random noise so as to simulate a number of telephone channels
arranged in frequency division multiplex. This problem has been treated
for the case of pure frequency modulation by several writers.®-®

The Appendix gives an expression for the interference in integral form
that is valid when the interfering carrier is substantially weaker than
the interfered-with carrier. This integral is difficult to deal with numeri-
cally. However, following the argument used in the Appendix a practi-
cal, but basically exact, method of evaluating the interference has been
developed, subject to the same premise of weak interference. This method
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consists simply of normalizing the level of the unmodulated power or
voltage of the stronger carrier to a reference value of 0 db, and express-
ing the spectrum of each of the two waves in db below thisreference value.
The two spectra thus described are convoluted (adding the db values).
The interference thus computed in a very narrow band, such as one
cycle, is varying with time, and in this case to obtain the mean square
value, or power, the result must be decreased by 3 db.

This procedure, then, gives the distributed interference spectrum in
mean square radians per cycle of bandwidth, together with a sine wave
component at the difference frequency, whose power is expressed in
mean square radians. The noise signal simulating a typical talker can
be expressed in the same units as the distributed baseband interference,
and thus the baseband signal-to-interference ratio can be obtained.
Since the noise signal, for the loading constants assumed herein, is 65
dba0, the interference can be expressed in dba0 by subtracting the sig-
nal-to-interference ratio in db from 65. Baseband signals are usually
pre-cmphasized so that the higher frequencies phase modulate the carrier
and the lower ones frequency modulate it. In this study, pure phase
modulation is assumed for simplicity of analysis for all baseband fre-
quencies.

Nominal values of the parameters determining the spectra for the
three systems considered here are given in Table I.

TIFor both the TD-2 and the TH carriers the frequency deviation is
sufficiently low that, for purposes of this study, sidebands of order
greater than unity are sufficiently small that they may be neglected.

The spectral power per cycle of bandwidth for first order sidebands

TasLe I
System
Item Symbol
TD-2 TH TSX-1*
Top baseband frequency.............. o 2 me** 10 me 2 me**
RMS frequency deviation due to noise
load. ... Sa 0.71me¢ | 0.71 me | 5 me

* This is the designation for the Telstar experimental satellite equipment
being constructed at Bell Telephone Laboratories. The ground station will be
located in Andover, Maine. The spacecraft will have active repeater equipment
for one broadband channel. Transmission to the spacecraft will be at a frequency
of about 6390 mec. Transmission from spacecraft to ground will be at about 4170 me.
The parameters given in Table I above for the TSX-1 equipment represent
values that appear to be reasonable at the time of preparation of the paper.

** The top frequency of 2 mc is appropriate to 480 telephone channels arranged
in frequency division multiplex.
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only, relative to the unmodulated carrier, for a low index of modulation
islo

2 2 2
GXp[—3fd /fb] 3fd for
g g or  |f] <fs -
2/ Jo (1)
and zero for (S > f

Pi =

where f is any frequency relative to that of the unmodulated carrier.

In the case of the TSX-1 system, the deviation with noise load is
sufficiently great that the wide deviation approximation may be used.
Assume the power of the carrier when unmodulated is unity. When the
phase deviation, as defined in (4) below, is substantially greater than
unity, the power per cycle of the PM wave at a frequeney =4=f from that
of the carrier frequency is very closely

P = T oxp (—°/208). @

There is also a carrier spike present whose power relative to that of
the unmodulated carrier of unity power is

P(spike) = exp (—3f2/f»). (3)

Tig. 2 shows the spectra for the three systems with noise loading as
computed using the parameters and formulae given above.

The mean square phase deviation, D, of the carrier is related to the
above defined constants in the following way:

D = 3f2/f* mean square radians. Y]
The applied signal power, S, per cycle of bandwidth is
S = D/f, = 3f./fy’ mean square radians per cycle of bandwidth. (5)

The signal power in db is given by 10 log S and is tabulated in Table
IT for the three systems of interest, using the constants from Table I.
The symbol dbR/cbw will be used to denote mean square radians per
cycle of bandwidth expressed in decibels.

The application of the method of determining the interference in a
specific case will illustrate the procedure. Let us consider, as an example,

TasLe 11

Signal Power i TD-2 TH TSX-1 l Units

Wlgs | 073 —88.2 —50.3 ’ dbR/cbw
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Fig. 2 — Spectra of phase-modulated waves.

interference into the satellite system from the TD-2 system and com-
pute, specifically, the dba value of interference corresponding to a
particular ratio of unmodulated TD-2 carrier power to unmodulated
satellite carrier power at the input to the TSX-1 receiver, such as —35
db. The unmodulated carrier frequencies in this case will be nearly co-
channel.

Tig. 2 shows that in the case of the satellite system modulated with
random noise, the sideband power per cycle near the carrier will be 71 db
below the unmodulated satellite carrier power. The power of the TD-2
carrier in turn was assumed to be 35 db below the carrier power of the
interfered-with TSX-1 carrier.

The TD-2 carrier spike then beats with each component of the TSX-1
spectrum to produce bascband interference as described above. Con-
sider specifically the beat between the unmodulated TD-2 carrier and
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the TSX-1 spectral power one kilocycle removed therefrom. The result-
ing interference that will fall in a bandwidth of one cycle at a baseband
frequency of one kilocycle can be obtained, as described above, by add-
ing the db values of the appropriate points on the two spectra and sub-
tracting 3 db from the result. This gives an interference value of —71 4~
(—35) —3, or —109 dbR/cbw.

Irom Table IT we find that the TSX-1 signal power is —50.3 dbR/
cbw. The signal-to-noise ratio in a narrow band then is 55.7 db, which
is equivalent to approximately 49 dba0. This establishes the position of
the linear relationship shown on Iig. 3, for interference from the TD-2
system into the TSX-1 system,

If the speech load on the satellite system is very low, then the con-
tinuous portion of baseband interference of the satellite system due to
the TD-2 system can be obtained by convoluting the TSX-1 carrier
spike and the TD-2 spectrum. By following the above procedure it can
be shown that the baseband interference is 0.9 db less than when the
TSX-1 system was fully modulated.

Interference from the satellite system into the TH system behaves
quite differently. With the frequency plan shown on Iig. 1, the un-
modulated carriers are approximately 15 me apart, and only when the
satellite system is substantially fully loaded will there be appreciable
interference into the TH system.

Assume a ratio of TH carrier to satellite carrier power of 68 db. The
maximum interference into TH falls at 10 mc and is the result of a beat
between the TH carrier and satellite sidebands 10 me removed, i.e., 5

1 40

‘E N\ \\ J
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RATIO OF DESIRED TO INTERFERING CARRIER IN DECIBELS

Fig. 3 — Expected message channel interference, all-message case.
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me from the satellite carrier itself. I'ig. 2 shows the spectral power is 73
db below the TSX-1 unmodulated carrier or 141 db below the TH carrier.
Therefore the interference on the TH carrier corresponds to phase
modulation of —144 dbR/cbw. The TH signal power (see Table II) is
—88.2 dbR/ebw. The signal-to-interference ratio is 56 db and the inter-
ference is +9 dba0.

Interference into the TSX-1 system from the TH system increases
rapidly with baseband frequency. In order not to jeopardize the potential
use of the satellite system above 2 me, interference is computed at 5 me
but is referred to the signal as specified in Table I, thus giving a con-
servative value for the minimum allowable separation.

Finally, interference from the TSX-1 system into the TD-2 system is
a maximum at the bottom baseband frequencies since the two systems
are nearly co-channel. Computations are made in a manner similar to
that for interference in the reverse direction. IFig. 3 shows the relation-
ships between baseband interference to the ratio of desired carrier to
interfering carrier for thesc four cases. These relationships are linear,
and are valid for carrier ratios greater than about 10 db.

In the frequency plan shown on Fig. 1, the satellite channels are
uniformly spaced between TH assignments. If a plan were used with a
spacing different from 15 me, the magnitude of the interference would,
of course, be affected. Iig. 4 shows the computed baseband interference
spectrum as a function of carrier spacing, and it will be noted that the
increase due to reducing the separation to 10 me is only about 2 db at
the top baseband frequency.

25
RATIO OF TH CARRIER POWER TO
0 5o UNMODULATED SATELLITE POWER AT
g TH RECEIVER CONVERTER ASSUMED
a CARRIER TO BE 68 DECIBELS
> SEPARATION
€ 15 OMC
u S e
g 10 Sme —
o
& T —
L tomc| <
I} 5__,———/' / \
= i
Z /
S . L
<
o 15MC /F/
n
<=5
-10
0 1 2 3 4 5 6 7 8 9 10

BASEBAND FREQUENCY IN MEGACYCLES PER SECOND

Fig. 4 — Interference — satellite transmitter into TH system.
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Tasre 111
Interfering Carrier Objecti
System ot | g | Tertring Garer Oetives ¢
Received Interference
a Carrier Ratio
Interfering | Interfered- 100% 0.01%
TH TSX-1 —98 dbm 27 db —125 dbm —110 dbm
TSX-1 TH —27 68 —95 —80
TD-2 TSX-1 —98 35 —133 —118
TSX-1 TD-2 —38 52 —90 —75

V. PERMISSIBLE INTERFERENCE

On the basis of the normal received carrier power for the TD-2 and
TH systems and the minimum received satellite carrier, permissible in-
terference carrier powers at the input to the receiver-converter of the in-
terfered-with system can be obtained (Table III). The values tabulated
in the “required interference ratio” column in Table III are from Fig. 3,
and correspond to a baseband interference value of 9 dba0.

The above objectives have been based on busy-hour telephone inter-
ference. During such periods the power in the carrier of the satellite
system is negligible, but under light loads it may be strong enough to
make the beat note between it and the carrier of the ground common
carrier system a serious source of interference. Ideally this interference
would be a pure tone, but actually it will be spread over a group of
telephone channels, its location depending on the frequency difference
between the two carriers at any moment

An order of magnitude estimate of this interference can readily be
made as follows for the case of interference from the TD-2 system into
the satellite system when the latter is very lightly loaded:

a. Permissible carrier to interference ratio from

Table ITI = 435db
b. Resulting tone interference = —38 dbR
c. Signal (noise load) from Table IT = —50.3 dbR/cbw
d. Signal in a 3-ke band = —15.5 dbR
e. Signal-to-interference ratio = 4+22.5db
f. If the interference is assumed to have the char-

acter of noise and spread over one channel

only, it will read = +442.5 dba0.

This, it will be noted, is 4.5 db above the total 4000-mile objective.
Actually it will probably be spread over a number of telephone channels,
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depending upon the steadiness of the carriers, but still it is a potentially
important interference source. The interference from the satellite system
into the TD-2 system computed in the same manner will have the same
value.

This source of interference can be decreased substantially by applying
a very low frequency baseband signal to the transmitter to keep the
carrier in motion even when the total speech load is low.1!

The above objectives have been based on telephone channel inter-
ference considerations. It appears possible to produce interference into
the satellite system when the interfering carrier is weakly modulated,
thus having a strong carrier spike, and when at the same time the in-
terfered-with carrier is handling a television picture with a large gray
area, thus also having a large component of energy in a fairly narrow
band.

TFFor example, assume the television signal content in the TSX-1
channel is such that there is a concentration of energy one me removed
from an assumed interfering TD-2 carrier. A sinusoidal baseband tone
will result whose peak-to-peak amplitude relative to the peak-to-peak
amplitude of the desired baseband signal for full deviation is given by
the ratio of the carrier powers involved in db, plus the FM improvement.
The assumed carrier ratio from Table III is 35 db; the FM improvement
for a TSX-1 deviation of 20 me is 26 db. Therefore, the signal-to-tone
ratio is 61 db as shown later in Table IV. Bearing in mind that line-of-
sight signals during fading conditions may “up-fade” as much as 5 db,
this TV signal-to-tone ratio would then be reduced to about 56 db. This
is of the same order of magnitude as the tolerable tone interference ratio
in a television picture.

The various impairments that may be expected using the interference
ratios given in Table IIT are summarized in Table IV. Since the ground
satellite station in the TSX-1 experiment transmits in the 6-kmec band

TaBLe IV
System Telephone Interference
S T/¥ LOSfIOf Fade

- - argin
Interfering Intf:iff}ied' Full Load No Load PP &
TH TSX-1 +9 dba0 nil 53 db 0.3 db
TSX-1 TH 9 dba0 nil 80 1.6
TD-2 TSX-1 9 dba0 42.5 dba0* 61 0.1
TSX-1 TD-2 9 dba0 42.5 dba0* 64 2.2

* This intcrference will appear in a few telephone channels only, and there is
also considerable uncertainty in the values given.
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and receives in the 4-kme band, it is evident that TD-2 interference into
TSX-1 is controlling from the standpoint of interference to television.

The loss of fading margin is computed on the basis of the increase in
peak noise voltage at the converter when-the interfering carrier is
present. A noise peak factor of 12 db is assumed for the noise at the
converter. The interference values used in computing loss of fading mar-
gin are the “100 per cent” values, so-called, on Table IIT since the use
of the “0.01 per cent” values seemed unduly conservative.

An examination of Table IV appears to indicate that relaxing any of
the RIF interference objectives will result in undesirable impairment in-
creases in one or more of the categories listed.

VI. REQUIRED PHYSICAL SEPARATION

The separation between satellite station and common carrier station
should be such that the received signal does not exceed the values stated
on Table III. This separation depends, of course, upon the transmitter
power, path loss and antenna diserimination involved.

In this study the satellite transmitter power is assumed to be 2 kw.
The transmitter power in the TH system is 5 watts. Because of atmos-
pheric effects it is expected that the minimum useful elevation of the
satellite antenna above the horizontal will be limited to about 7.5°. If so,
the effective gain of the satellite antenna in the horizontal direction may
be expected to be 0 db above isotropic or less. The gain of the conven-

110

120

™~
a.c\\:\ |- FREE sPACE
130
\ \L
[72]
a \\\
4140 =
2 A
0 150 \
2 - BEYOND-HORIZON
z N\ )\ _PROPAGATION
0 160 —
%]
S \\
N\
Z 170 N
% ESTIMATED LOSS THAT<2-
£ 180 WILL BE EXCEEDED 99.99%
OF A YEAR'S TIME. N
AVERAGE TERRAIN. \
190
200 Pl oy \\
1 2 3 4 56 8 10 20 30 4050 80100 200

DISTANCE IN MILES
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tional horn-reflector antenna used with the TD-2 and TH microwave
systems at a given angle off-beam is conveniently expressed as the on-
beam gain (about 40 db above isotropic at 4 kme) reduced by the relative
directivity pattern of the antenna, a typical example of which is shown
later as Fig. 6. Thus, the net response of the horn-reflector in the back-
ward direction is 440 —70, or 30 db below isotropic.

Typical path-loss curves between isotropic antennas as a function of
distance are shown on Fig. 5. For distances up to about 30 miles, free-
space loss values are plotted; from about 40 miles to 140 miles, scatter
propagation over average terrain is assumed. The scatter loss curve is
that which will be exceeded 99.99 per cent of a year’s time as estimated
by K. Bullington of Bell Telephone ILaboratories.1?

The interfering carrier power in dbm is given by

PR:PT+AT_L+AR (6)
where Pr = effective transmitter power

Ay = transmitter antenna gain in the direction of the inter-
fered-with receiver

L = path loss (from Fig. 5)

Ar = receiving antenna gain in direction of the interfering
transmitter.

As an example, interference from the TD-2 system into the TSX-1
system will be considered. Transmitter power and on-beam antenna gain
for the TD-2 system are approximately +27 dbm and 40 db, respec-
tively. The required separation when the antenna of the interfering
transmitter is pointed at the satellite site will be such that propagation
will presumably be by scatter and hence the 0.01 per cent objective of
—118 dbm given in Table ITI will apply. The total required path loss
will be then 185 db, corresponding to 123 miles.

If the satellite receiving station is off the beam of the TD-2 trans-
mitting antenna, the energy radiated thereto is decreased by the antenna
discrimination, and the required separation is therefore decreased. Fig.
6 shows the measured directivity pattern of an individual horn-reflector
antenna relative to its forward gain, and it will be noted that the back-
ward gain is 70 db below the on-beam gain. Tentatively applying the
line-of-sight objective of —133 dbm from Table ITI, and substituting
the appropriate values into (6), we have

, —133 = 427 4 (40—70) — L + 0
from which L = 130 db. Reference to Fig. 5 shows that this loss corre-
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Fig. 6 — Measured pattern in db of horn-reflector antenna at 3740 mec.

sponds to a separation of about 11 miles. Thus, this distance is adequate
when the horn-reflector antenna is beamed directly away from the
satellite site, even with line-of-sight propagation.

The measured antenna pattern shows a large number of nulls, the
position and depth of which will vary from antenna to antenna. There-
fore, in developing contours of minimum permissible separation, it has
seemed a reasonable and conservative approach to use not the measured
patterns but instead an envelope drawn through the maximum values
of the pattern as in T'ig. 8 of Ref. 6. An additional element of conserva-
tism lies in the fact that the TSX-1 antennas will use circularly polar-
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Fig. 7 — Contours of minimum permissible separation between TD-2 trans-
mitter and satellite ground receiver.

ized waves, whereas plane polarized waves are used by the ground
systems.

Tig. 7 shows a contour of minimum permissible separation between a
TD-2 transmitter and a satellite receiver as a function of the angle be-
tween the bearing of the TD-2 antenna and the bearing of the satellite
site, based on a smoothed envelope of the antenna discrimination pattern
of Fig. 6. For angles greater than 90°, the separation can be as low as
about 5 miles. IFor angles less than about 5° it must be 60 miles or greater.
Distances in the order of about 40 miles are cross-hatched because of the
uncertainties in propagation. Specific cases that fall in this range should
be examined individually to ascertain whether line-of-sight or beyond-
horizon objectives should be applied.

Figs. 8, 9 and 10 show similar contours of minimum permissible
separation for the three other interference combinations.

It should be emphasized that these values of separation may vary
substantially, depending on the local terrain. If the path is obviously
line-of-sight, the €100 per cent’ objective shown on Table ITI should be
used and met on a free-space propagation basis. In the caSe of stations
only somewhat beyond line-of-sight, it must be kept in mind that duct-
ing may ocecur occasionally and the signal may become strong enough to
give interference much stronger than expected under true scatter con-
ditions. In this situation the chance of exceeding the 0.01 per cent ob-
jective given on Table III must be estimated for the specific case in-
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volved, due allowance being made, of course, for the directivity of the
antennas; if the estimated probability is 0.01 per cent or less, the loca-
tions may be considered safe.

The close permissible spacing indicated when the horn-reflector an-
tenna is oriented 90° or more from the direction of the satellite station
is, of course, due to its very low backward response. An 8-foot parabolic
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Fig. 8 — Contours of minimum permissible separation between satellite ground
transmitter and TD-2 receiver.
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Fig. 9 — Contours of minimum permissible separation between TH transmitter
and satellite ground receiver.
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Fig. 10 — Contours of minimum permissible separation between satellite
ground transmitter and TH receiver.

antenna may be expected to provide some 20 db to 30 db less diserimi-
nation in this general direction. The application of the line-of-sight
objective would then result in a minimum distance so great that it would
be highly improbable that line-of-sight transmission could take place.
The application of the “0.01 per cent” objective indicates, however, a
minimum separation of 30 to 40 miles.

In this case, it would be necessary to make certain that propagation
is by scatter. The process of estimating propagation over relatively
short non-line-of-sight paths involves a detailed study of the exact pro-
file and knowledge of climatic conditions. This subject is outside the
scope of the present paper.

While these contours indicate that separations of the order of 5 to 10
miles are possible under the conditions assumed, it should be emphasized
that these conclusions are valid only in the absence of significant re-
flection paths between the interfering and interfered-with sites. Thus,
reflecting objects such as houses or trees in the foreground of the horn-
reflector antenna may degrade its directivity pattern in the backward
direction so that the values shown on Fig. 6 are not attained. Normally
it may, however, be expected that such reflections can be made ade-
quately low by careful examination of the terrain illuminated by the
ground system antenna.

Transient reflections may be produced by objects in the sky such as
airplanes and birds. Also, reflections from rain clouds and precipitation
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represent a possible way in which interference might reach the satellite
ground receiver. However, calculations of the probable magnitude of the
effects of such reflections indicate that with station separations of the
order of 10 miles or more, interference of this kind from TD-2 into TSX-1
will not exceed the objective of —118 dbm for any appreciable per-
centage of time.

VII. INTERFERENCE FROM SPACECRAFT TO GROUND RECEIVERS

Another possibility is, of course, interference from the spacecraft
transmitter into ground microwave systems. For example, assume a
power of one watt and an isotropic antenna on the spacecraft, and on-
beam gain of 40 db for the ground antenna. The interference at the
receiver converter would have a value of —90 dbm with the spacecraft
at a distance of about 370 statute miles, therefore just meeting the
“100 per cent” objective for interference from the satellite system into
the TD-2 system under these assumed conditions. On this same basis,
the maximum power on the spacecraft could be increased to 100 watts
if the distance from the spacecraft to the earth were increased ten-fold.

In the case of the horn-reflector antenna, the beamwidth is sufficiently
narrow that any particular spacecraft would be in the beam of a given
antenna for only brief and infrequent intervals.

APPENDIX

Using an approach similar to that developed in Ref. 13, Messrs. S. O.
Rice and L. H. Xnloe of Bell Telephone Laboratories have shown in-
dependently that the distributed portion, W(f), of the interference
spectrum is given by

W) = 8 [ exp = Ru(0)](exp Ru(r)] — 1) o

-[eos (2nf — wo)r + cos (2xf + wo)rl dr

where the amplitude of the stronger carrier is unity and
I = ratio of the weaker to the stronger carrier; this must be
small compared to unity
f = any baseband frequency
wy/2m = frequency difference between the two carriers
R.(r) = sum of the autocorrelation functions of the two applied
noise signals.
If the noise signals applied to the carriers have powers w, and ws
mean square radians per cycle of bandwidth for the weaker and stronger
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carriers, respectively, and f; and f; are the top baseband frequencies of
the noise signals applied to the same two carriers, then

I%w(T) = Zgwl(T) 'F Ing(T) (8)

_wy sin 2afir | we sin 2afor

2T + 2T (9)
Also, let
wefo = Dy = mean square phase deviation of
the stronger carrier
and
wifi = Dy = mean square phase deviation of
the weaker carrier;
then
R.(0) = D1 + D,. (10)

In addition to the distributed interference, there is a sinusoidal com-
ponent of magnitude
ke sin wot radians. (11)
The expression W(f) as given by (7) is not readily evaluated except
over a somewhat limited range of parameters. However, the quantity
exp[R.(r)] in (7) is the product of the two autocorrelation functions
exp [R.,(r)] and exp[R.,()]. It therefore follows from the convolution
theorem for FFourier integrals that the power spectrum of the interference
can be obtained by convoluting the power spectra of the two phase-
modulated waves. Thus, baseband interference spectrum in mean square
radians is given by twice the value obtained by convoluting the spectral
power of the two waves, both in a resistance of one ohm. This provides
the method* used in this paper for computing interference.

* While the paper was in page proof it was brought to the writer’s attention
that the convolution method of computing interference between two PM waves
had previously been described in a paper (in Japanese) entitled “On the Interfer-
ence Characteristics of the Phase Modulation Receiver for the Multiplex Trans-
mission,” Shinji Hayashi, The Journal of the Institute of Electrical Communica-
tion Engineers of Japan, 35, pp. 522-528, November 1952.
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Long-Term Frequency Stability for a
Reflex Klystron without the Use

of External Cavities

By GEORGE B. GUCKER
(Manusecript received December 20, 1961)

The reflex klystron is widely used as a tunable low-power oscillator in
frequency-modulated microwave radio relay systems, both as the transmitter
and as the local oscillator in the recetver. Automatic frequency conirol is
generally used to lymit frequency error due to drift of the transmitier klystron
when the environmental temperature changes. In the TL Radio System
developed at Bell Telephone Laboratories, the transmitting klystron fre-
quency s stabilized by minimizing the effects of environmental temperature
changes with completely passive methods. The 467A Llystron frequency
stability is better than 50 parts per mallion over an ambient temperature
range of 100°C when used at mid-band. In the TL Radio System, the de-
sign objective for frequency stability of 500 parts per million is attained at
extreme conditions of ambient temperature, atmospheric pressure, and
voltage regulation; therefore the need for automatic frequency control has
been eliminated.

The operating temperature of the 4567 A klystron in the TL Radio System
ts controlled by a liguid-vapor heal exchanger, which is described. The
design of the klystron mechanical tuner includes compensation to minimize
the thermal coefficient of frequency. The compensation feature is described,
and typical results of the program to stabilize the klystron frequency are
presented.

I. INTRODUCTION

The reflex klystron is widely used as a tunable low-power oscillator in
frequency-modulated microwave radio relay systems, both as the trans-
mitter and as the receiver local oscillator. Automatic frequency control
is generally applied to the transmitting klystron to maintain the output
frequency within acceptable limits. The frequency control is necessary
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because the klystron frequency is dependent on the operating voltages
and the ambient temperature. The use of a high-Q stabilizing cavity in
the output is not generally feasible since modulation is applied to the
repeller of the transmitter klystron to obtain frequency modulation of
the output. With well regulated power supplies, most of the frequency
error is due to changes in the ambient temperature. This means that
automatic frequency control mainly corrects for frequency errors duc to
ambient temperature changes.

Automatic frequency control requires a diseriminator, coupled to the
output of the system, which will develop an error signal when the fre-
quency drifts away from the desired value. The diseriminator usually
consists of a high-Q stable reference cavity with associated networks to
develop the proper error signal. For electronic automatic frequency
control, the error signal is usually used to change the repeller voltage of
the transmitting klystron in the direction and magnitude necessary to
correct the frequency error. Changing the level of the repeller voltage
affects the operating characteristics of the klystron, particularly the
modulation linearity. Much less effect on modulation linearity is ob-
tained when mechanical tuning of the klystron is used to correct for
frequency errors due to changes in ambient temperature. In an electro-
mechanical automatic frequency control, the disecriminator error signal
is used to actuate the tuning mechanism of the transmitting klystron
to correct the frequency error. This method imposes requirements on the
klystron tuning mechanism and the equipment needed for transforming
the electric error signal to mechanical motion.

The TL Radio System uses the 457A klystron in conjunction with a
liquid-vapor heat exchanger to eliminate completely the need for auto-
matic frequency control of the transmitter. Stability of the output fre-
quency over a wide range of ambient temperatures is obtained by com-
pletely passive methods. Two 457A klystrons, one as the transmitter
and one as the receiver local oscillator, are used in each TL Radio unit.
Essentially constant operating temperature for both klystrons is main-
tained by the constant boiling point of the liquid in the liquid-vapor
heat exchanger. The effect of the residual temperature changes has been
minimized by designing a temperature-compensating feature into the
klystrons. Elimination of automatic frequency control results in lower
system costs and maintenance. Further savings are realized since a
blower to cool the klystrons is not required, and electronic automatic
frequency control in the receiver is simplified because the receiver klys-
tron frequency is also stabilized.
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1I. OBJECTIVES

The TL Radio System operates in the 10,700 to 11,700 megacycles
common carrier frequency band. The design objective for frequency
stability is a tolerance of #0.05 per cent under all operating conditions
for an ambient temperature range from —40° to 4 140°F. This objective
was interpreted as an allowable error of 45 megacycles. The allowable
error was allocated to various parts of the TL Radio System; an error
of £2 megacycles was allotted for the 457A klystron and 3 megacycles
for variation in electrode voltages. In the klystron design this was con-
sidered to be an objective of less than 41 megacycle error for thermal
drift and less than 4=1 megacycle error for mechanical variations due to
shock or vibration. The objectives for the klystron were met, well within
the maximum allowable error, by the following methods:

1. The mechanical tuner of the 457A kiystron was designed to with-
stand the anticipated shock and vibration levels in the TL Radio System
with a frequency error of less than 0.2 megacycle.

2. The klystron design was made compatible with the TL Radio liq-
uid-vapor heat exchanger, which is an essentially constant temperature
heat sink for the tube. The klystrons and heat exchanger are enclosed in
a thermally insulated chamber to minimize the effects of changes in am-
bient temperature. The insulated chamber and liquid-vapor heat ex-
changer maintain the operating temperature of the klystron within 3°F
for an ambient temperature range of —40° to 4140°F at constant at-
mospheric pressure.

3. The mechanical tuner of the 457A klystron was designed to provide
compensation for the thermal effects on frequency. The 457A specifica-
tions include a requirement that the thermal coefficient of frequency shall
not exceed =£0.15 megacycle per degree Fahrenheit (klystron body tem-
perature) when measured at the mid-band frequency of 11,200 megacy-
cles. An adjustment of the compensation is provided so that the distribu-
tion during production may be maintained within these limits with an
average value for the coefficient near zero. The specified thermal coefhi-
cient limits are equivalent to a frequency stability better than 50 parts
per million over an ambient temperature range of 100°C for the operat-
ing conditions of the TL Radio System. The maximum thermal coefficient
may be as high as 0.24 megacycle per degree Fahrenheit at an operating
frequency of 10,700 megacycles. With extreme temperature conditions
and maximum coefficient applied simultaneously, the frequency error
due to thermal effects does not exceed 0.72 megacycle.

4. The klystron frequency stability is evaluated for the ambient tem-



948 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1962

perature range of —40° to +140°F at constant atmospheric pressure.
Variations in atmospheric pressure will change the liquid boiling point
and the klystron operating temperature. The extreme variation in at-
mospheric pressure for the worst areas of the country is not expected to
exceed 0.75 pound per square inch or 40 mm Hg. This range of pressure
will change the liquid boiling point slightly less than 3°F.

The effect of atmospheric pressure fluctuations is not included in
evaluation of the klystron frequency stability for the following reasons:

1. Short-term variations in atmospheric pressure are generally small
and are not correlated with changes in ambient temperature. The pres-
sure effects may add to or subtract from the ambient temperature effects
on the klystron. The combined effect will result in small random fluctua-
tions.

2. Both ambient temperature and atmospheric pressure affect the
klystron operating temperature in the same direction. That is, a decrease
in ambient temperature or atmospheric pressure will lower the klystron
operating temperature. Over extended periods of time, very low tempera-
tures are frequently associated with high pressure conditions. The high
pressure will oppose the effect of low temperature.

3. The entire ambient temperature range is used to cvaluate the klys-
tron frequency stability. This is equivalent to using the frequency at
one temperature extreme as the reference. It is unlikely that any particu-
lar TL Radio location will be subjected to these extreme conditions. The
additional margin obtained by adding the effect of adverse pressure con-
ditions is not considered to be necessary.

III. LIQUID-VAPOR HEAT EXCHANGER

The liquid-vapor heat exchanger was selected as the simplest and most
economical method for obtaining thermostatic control of the klystron
frequency. The attributes of this method are:

1. No auxiliary power is required.

2. By attaching the liquid chamber directly to the heat source (the
klystron body), an essentially constant temperature of the source can be
maintained independent of ambient temperature.

3. The equipment is compact and the quantity of liquid required is
small.

4. A wide range of klystron power input can be handled with negligible
variation in operation temperature.

5. This method is completely passive.

The equipment used for making feasibility studies on the klystron is
shown in Fig. 1. The klystron is bolted to the liquid chamber, or evapora-
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Fig. 1 — Experimental liquid-vapor system.

tor, and local boiling occurs at the evaporator wall attached to the klys-
tron, which is the heat source. The contact surface is maintained at an
essentially constant temperature slightly in excess of the liquid boiling
point. In this common type of boiling, the heat energy is transmitted by
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conduction and conveetion to the liquid in contact with the heat source
surface and then by convection from the liquid to the bubbles that form
on the surface. The bubbles grow in size as more liquid is vaporized until
they break away from the surface due to their own buoyanecy and rise in
the liquid. As a bubble rises, more energy is transferred to the bubble by
vaporization and the size of the bubble increases until finally it bursts at
the liquid-vapor interface. In the vapor region, condensation takes place
on the condenser walls and the condensate flows down the walls to the
liquid region. The energy released in condensation of the vapor is con-
ducted through the condenser walls and finally dissipated to the environ-
ment by free convection and radiation.

Preliminary calculations, which were later substantiated by experi-
mental data, indicated that an open system at atmospheric pressure was
required to obtain a satisfactory temperature regulation for the klystron.
A 0.013-inch diameter vent at the top maintains atmospheric pressure in
the condenser and also limits the rate of liquid loss by evaporation to a
satisfactory low level. Initial data were collected with 20 cubic centime-
ters of water in the evaporator. The low ambient temperatures antici-
pated for the TL Radio System involve a risk of equipment damage from
freezing if water is used. A fluorocarbon liquid, 'C-75, developed by the
Minnesota Mining and Manufacturing Company, was also evaluated
since this liquid does not freeze at temperatures as low as —80°F. The
FC-75 liquid has a boiling point approximately the same as water, and
both liquids were found to be equally satisfactory for controlling the
klystron temperature. A slight advantage in the liquid loss due to evap-
oration was found with the use of the I'C-75 liquid.

The feasibility study was made for an ambient temperature range of
+35°T to 4-140°F. Typical results of this study indicated that the klys-
tron body temperature varied by 20°I" with a frequency change of 4.8
megacyecles. Liquid loss measurements were also made for a 2000-hour
(approximately 3 months) operating period. Typical results showed a
total liquid loss of 3 cc. for F'C-75 liquid and 5.5 ce. for water in the 2000-
hour test period. In each case the test was started with 20 cc. of liquid
in the evaporator, and temperature regulation of the klystron was not
affected by the change in liquid volume. This study indicated that a con-
siderable reduction in the effect of ambient temperature changes was
possible with the liquid-vapor heat exchanger. The data collected during
the study also indicated that the condenser could be much smaller and
that reduction of the heat losses from the exposed surfaces of the klystron
and evaporator would improve the temperature regulation of the klys-
tron. Addition of thermal insulation around the unit yielded test results
which substantiated these early conclusions.
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Fig. 2 — TL Radio System transmitter.

The experimental equipment shown in IFig. 1 was modified by molding
an enclosure around the tube and evaporator of a very low density plastic
(Eccofoam I'P) having a wall thickness of approximately one inch. The
insulation effectively isolated the klystron and evaporator from the am-
bient environment. Typical results of tests with the insulated unit indi-
cated that the klystron body temperature varied 3°F for an ambient
temperature range of —40° to +140°F.

The experience gained during the feasibility studies led to considerable
simplification of the final heat exchanger used in the TL Radio System.
The appearance of the unit during operation is shown in I'ig. 2. The
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Fig. 3 — Cutaway view showing heat exchanger and condenser.

heavily insulated cover for the klystrons and the evaporator may be seen
in the foreground. A cutaway view to show details is given in Fig. 3.
Both the receiver and transmitter klystrons are cooled by a single evap-
orator. The condenser consists of a length of copper tubing clamped to an
aluminum plate on which the receiver and transmitter components are
mounted. The copper tubing is connected to the evaporator by stainless
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steel tubing to reduce conduction losses from the evaporator. The end
of the condenser tubing is closed off by a rubber expansion chamber that
is soft enough to permit expansion without any significant increase in
pressure. The chamber, which may be seen at the top of Iig. 3, effectively
limits loss of I'C-75 liquid due to evaporation. Test results on this com-
plete unit have shown that the temperature of the two klystrons is held
to within 3°I" for an ambient temperature range of —40°F to -140°F.
These results, coupled with the thermal coefficient limits for the klys-
trons, mean that the thermal frequency drift of the transmitting klys-
tron will not exceed 0.72 megacycle in the TL Radio System.

IV. 457A KLYSTRON THERMAL COEFFICIENT

The thermal coefficient of frequency for the 457A klystron is defined
to be the change in frequency as a function of body temperature. The
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limits for this coefficient are specified as =£0.15 megacycle per degree
Fahrenheit when measured at the mid-band frequency of 11,200 mega-
cycles. The klystron design includes a method for adjusting the coefficient
so that the average value for continuous production of tubes can be
maintained near zero. The tuning mechanism is shown in schematic form
in Fig. 4. The frequency of oscillation depends on the spacing between
the two grids. An increase in spacing increases the frequency; approxi-
mately six microinches change in spacing results in a one megacycle
change in frequency. The first grid is part of the anode assembly, which
is a rigid member brazed to the tube body. The second grid is mounted
on the flexible tuning diaphragm, which in turn is connected to the vac-
uum diaphragm and tuning screw by the deflection tube. The drive nut
seats on the cover plate, which is rigidly supported from the body by the
tuner supports. The threaded section of the drive nut engages the tuning
screw threads, and rotation of the drive nut moves the screw to change
the grid spacing. A wormgear and tuning shaft, not shown in Fig. 4, are
coupled to the drive nut to provide a means for manual tuning to any
frequency from 10,700 to 11,700 megacycles. The tuner spring loads the
screw to maintain intimate contacts between the threads and between
the drive nut and cover plate. When the tube has been mechanically
tuned to a desired operating point, the frequency is affected by thermal
expansions of the various parts due to temperature changes. The fre-
quency depends on the dimensions of the piece parts and their relation-
ship to each other. The thermal properties of seven piece parts largely
determine the thermal coefficient. These parts are: the anode, body,
tuner supports, cover plate, drive nut, screw, and the deflection tube.
Rigid control of the thermal properties of each part would be an expen-
sive and complicated process. The degree of control required may be
estimated from the thermal coeflicient requirements in terms of grid
spacing. The thermal coefficient is dictated by the TL Radio System re-
quirements to within 4-0.15 megacycle per degrec Fahrenheit. To meet
this requirement, the grid spacing change with temperature must be less
than one microinch per degree Fahrenheit. A prohibitive accuracy of
individual piece parts would be necessary to meet such requirements,
and other factors, such as assembly variations, would further complicate
the effect contributed by each part. Compensation for the gross effect of
all thermal changes has been incorporated in the tube design, and ad-
justment of the compensation is included as a simple dimensional change
on one piece part — the drive nut.

The basic principle of ecompensation is that at least two parts have
opposite thermal effects. Adjustment of the compensation is readily made
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by changing the thermal expansion of one of these parts. The application
of this principle to the 457A klystron may be explained with reference
to IMig. 4. Expansion of the tuner supports increases the grid spacing with
a resulting increase in frequency, while expansion of the drive nut and
screw decreases the grid spacing and frequency. Expansions of all other
parts may simply be considered to modify the relative effects of the sup-
ports, drive nut, and screw. The net change in grid spacing due to ex-
pansions of all parts determines the thermal coefficient of frequency for
the klystron. The adjustable expansion characteristic is obtained by
changing the effective lengths of the drive nut and screw, which are made
from materials with widely different expansion coefficients.

The thermal coefficient of the klystron is defined as the frequency
change in megacycles per degree Fahrenheit when the tube body tem-
perature is changed within the range of 235°F to 255°F. The temperature
range was selected to exceed the actual operating temperature changes
in the TL Radio System but is small enough to assume that all thermal
expansion coefficients of the parts are constants. The klystron thermal
coefficient may be considered to be the result of two compensating ex-
pansions. Let —F represent the expansion of the drive nut and screw
combination expressed in terms of megacycles per degree Fahrenheit,
with the negative sign indicating that frequency is decreased by an in-
crease in temperature. Also let A equal the sum of all other expansions
expressed in terms of megacycles per degree IFahrenheit, with the positive
sign indicating that frequency is increased by an increase in temperature.
The thermal coefficient (C) for the klystron may be simply expressed as

C = A — E megacycles per degree F'ahrenheit.

For the ideal coefficient of zero, A must equal E, and perfect compensa-
tion is realized. When the compensation is upset by unavoidable causes,
for example by a new supply of raw material in some piece part, an ad-
justment in F can be made to again equalize the effects of A and £.
This adjustment has been confined to the term F, since this is related to
the drive nut. The materials used for the drive nut and screw were
chosen to have widely different expansion coefficients. The bronze drive
nut has a coefficient which is more than three times the coefficient for
the iron-nickel alloy screw. The expansion of each part depends on its
coefficient and effective length. By referring to Fig. 4, it is readily seen
that the effective lengths of the drive nut and screw are determined by
the mating of the threads on these two parts. Changing the position of
the threaded portion of the drive nut changes the effective lengths of
both parts. A considerable change in the klystron thermal coefficient can



956 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1962

be attained by this method; the present piece parts can be modified to
change the klystron thermal coefficient by as much as 4-0.2 megacycle
per degree Fahrenheit. Numerical values have been derived relating the
dimensional change to the thermal coefficient change for application of
thermal coefficient correction as required. The dimensional change in
the drive nut is obtained by a simple machine set-up.

By application of reasonable tolerances on picce parts, adjustment of
the thermal coefficient for individual klystrons is not necessary for pro-
duction purposes. This is important since individual adjustment would
require two thermal coefficient measurements, one before and one after
adjustment. This would be a time-consuming and expensive procedure.
A large assortment of drive nuts would also be required for selective use.
Tror the first year of the 457A klystron production, the thermal coefficient
for all tubes will be measured to obtain data on the distribution for the
coefficient. Individual limits of £0.15 megacycle per degree I'ahrenheit
will be applied to satisfy the TL Radio System requirements. On subse-
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quent production, the coefficient will be measured by a sampling plan
to be determined by the experience of the first year of production. A di-
mensional change in the drive nut will be applicd when necessary to
maintain the average coefficient near zero.

The results of coeflicient measurements for the initial 40 klystrons
made under production conditions are shown on I'ig. 5. These data show
a distribution for the coefficient having an average of —0.029 me per °If
with a 3-sigma value of 0.165 me per °F. This distribution represents
early production experience with considerable variations in the supply
of piece parts. Ior stable production with a continuity of supply, a tighter
distribution is anticipated. Two individual points outside the 0.15 limit
are shown in the distribution. In both cases a manufacturing deviation
accounted for the dispersion. The data shown on Ifig. 5 are for the ther-
mal coefficient measured at the mid-band frequency of 11,200 mega-
cycles. Correlation data for the coefficient at the extremes of the TL
Radio frequency band are shown on I'igs. 6 and 7. These data were col-
lected on 28 tubes and indicate that limits of £0.15 me per °I* at mid-
band correspond to limits of 4-0.20 me per °F at 11,700 mc and +0.20
to —0.24 me per °I° at 10,700 mc. The extreme limits from these data
will result in a frequency drift of 0.72 me for the 457A klystron in the
TL Radio System when subjected to an ambient temperature range of
—40° to +140° Fahrenheit. FFor these extreme conditions, the 457A fre-
quency error due to thermal effects is within the one-megacycle objective
for the TL Radio System.

V. CONCLUSIONS

The frequency stability of the 457A klystron is within the TL Radio
System objectives, and the need for automatic frequency control of the
transmitter has been eliminated by passive methods. Elimination of the
need for automatic frequency control reduces system costs and main-
tenance.
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Models for Approximating Basilar Mem-
brane Displacement—Part 1I. Effects of
Middle-Ear Transmission and Some
Relations between Subjective

and Physiological Behavior

By JAMES L. FLANAGAN
(Manusecript received December 26, 1961)

This report presents the second half of results of a study on the peripheral
ear. There are two objectives: (1) to derive computational models for ap-
proximating the mechanical displacement of the bastlar membrane when
the sound pressure at the eardrum is knoun, and (2) to demonstrate certain
relations between subjective behavior measured experimentally and physio-
logical behavior calculated from the models. The report describes a rational
function approximation of middle-ear transmission. This result, in combi-
nation with previously derived models for the inner ear, permits an analytical
approximation of bastlar membrane displacements in both apical and basal
regions. Because the models are rational functions, they can, if desired, be
stmulated by lumped-constant electrical networks. Their computational
tractability also permits straightforward approximations to temporal and
spatial derivatives of displacement. Relations between computed membrane
displacement and subjective behavior are illustrated for several psycho-
acoustic phenomena, namely ptich perception, binaural lateralization, bi-
naural time-intensity trade, threshold discrimination, and pure-tone mask-
ing. The extent to which some of these phenomena can be correlated with,
identified in, and predicted by the mechanical operation of the peripheral
ear appears to be substantial.

Part I of this report® described three analytical models for approxi-
mating the displacement of the basilar membrane when the human ear
is stimulated by sound. These models were valid for points lying roughly
in the apical half of the membrane, that is, for frequencies less than about
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Fig. 1 — Schematic diagram of peripheral ear and functional relations between
acousto-mechanical quantities.

1000 cps. Over this frequency range the elastic effects of the middle ear
predominate, and the displacement of the stapes footplate is essentially
proportional to, and in phase with, the sound pressure at the eardrum.
At higher frequencies the mass and viscous properties of the middle ear
become important, and the displacement transmission to the stapes is
no longer constant with frequency. Applicability of the previously de-
rived models to this range of frequencies depends upon being able to
account for middle-ear transmission. This report describes an effort to
derive a computational model for middle-ear transmission and to ex-
amine its relationship with the models for membrane displacement.
Subsequent to this, an attempt is made to relate the mechanical opera-
tion of the ear, as described by the models, to several facets of subjective
auditory behavior.

I. EFFECTS OF MIDDLE-EAR TRANSMISSION UPON MEMBRANE DISPLACE-
MENT*

The physiological functions to be considered are illustrated schemati-
cally in Fig. 1. p(¢) represents the sound pressure at the eardrum as a

* The material in this section was presented orally before the 60th meeting
of the Acoustical Society of America, San Francisco, California, October, 1960.
The abstract appears in J. Acoust. Soc. Am. 32, 1960, p. 1494.
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function of time; x(¢) is the equivalent linear displacement of the stapes
footplate;* and y;(¢) is the displacement of the basilar membrane
(cochlea shown uncoiled) at a distance ! from the stapes. In terms of
frequency-domain (Laplace) transforms, the middle-ear transmission is
represented by G(s) and the stapes-to-membrane transmission by F;(s).

In deducing approximations to these functions, the peripheral car is
assumed both to be mechanically linear over the range of interest and to
constitute a passive system. A passive system is stable by definition. It
has no normal modes whose amplitudes increase indefinitely with time.
The functions G(s) and F;(s) can therefore be approximated by rational
functions of frequency whose coefficients are real and whose poles and
zeros are either real or occur in complex conjugates. The functions can
have no poles with positive real parts and only simple poles with zero
real parts.

The earlier paper' essentially treated functional approximations to
Fi(s) (that is, middle-ear transmission was assumed constant with fre-
quency, or, in the present notation, G(s) = 1). Two of the previously
derived models will be useful in the present discussion. They are the first
and third which, according to the notation used earlier, were called
F1(s) and Fs(s). For convenience they are reproduced here and are:

2 3T
mw=mﬁc+j[ 1 ]ﬁ@ (1)

s+ v/ L(s+ o)? + B2
and
2 2 ﬂlg 3
Fi(s) = esB" [s T+ 2s (al B §>:| ¢, (2)
’ ! [(s + a)® + B2
where

s = (¢ 4+ jw) 1is the complex frequency,
B: is the radian frequency to which the point I distance
from the stapes responds maximally,
8" is a factor which matches the physiologically meas-
ured variations in peak amplitude of displacement

with resonant frequency 6,1,
3T

¢ B isa delay factor of 3w/48; seconds which brings the

* In man, the stirrup does not move longitudinally as a planar piston but usu-
ally exhibits some rotational motion. z(¢) is taken here as the volume displace-
ment of the footplate divided by its area.

1 The present form of this factor is applicable only to the frequency range
below 1000 cps. Here, as previously discussed,! the value of r = 0.8. A minor
modification will be made in this factor presently to make it appropriate for higher
frequencies.
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Fig. 2 — Pole zero diagrams for two functional approximations of F(s).

phase delay of the model into line with the phase
measured on the human ear. This factor is princi-
pally transit delay from stapes to point [ on the
membrane*.

The membrane characteristics are therefore approximated in terms of
the poles and zeros of these two functions. Because the resonant proper-
ties of the membrane are nearly constant @ in character, the real and
imaginary parts of the pole frequencies are related by a constant factor,
i.e., B; = ka;. For the present models, the best fits to the experimental
data are obtained for the following choice of parameters:

For Fl(s):g— = 0110 00f  For F3<s);§’ — 17
l l

LA :
X=10 (3)
B _ 9.

ay

Therefore, to within a multiplicative constant, the imaginary part of
the pole frequency 8; completely describes the model. The pole-zero
diagrams for the two models are shown in Ifig. 2.

The real frequency responses of the models are evidenced by letting
s = jw. If frequency is normalized in terms of { = w/B;, then the rela-

* At low frequencies the phase of the model departs somewhat from the experi-
mental data. See the discussion of this point in Ref. 1 and alsoin J. L. Flanagan
and C. M. Bird, Minimum Phase Responses for the Basilar Membrane, J. Acoust.
Soc. Am. 34, 1962, p. 114.

T See earlier comments about fitting phase response.
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tive phase and amplitude responses of Fi(ji) and F3(j¢) are shown in
Trig. 3 for the parameters stated in (3).

The inverse Laplace transforms of (1) and (2) are the displacement
responses of the membrane to an impulse of displacement by the stapes.
These representations will also be useful in the present discussion. If
the mathematics is carried out the inverse transforms are found to be:

BL(4—T)

(1) = B 77{0.033 + 0.3608,(t — T)le 2 sinf(t — T)

B (t—T)

+ 10575 — 0.3208:(t — T)le™ = cospu(t— T) — 0575 P}y
for t =z T; ¢/8:= 0.1

= 0; for t < T,

and
_ et _ 2 B (—T)/1.T . . .

fs(t) = 6 [B:(t — T)I'e sin 8;(t — T) for t= 1 (5)
=0 for t < T,

where the delay T = 37/48,;, as previously stated. In the earlier paper,
the simplicity of f3(¢) was the main reason that Fi(s) was considered
as an approximation to the experimental frequency domain data. A plot

1.0 z
M o "\ 5@l
7 = =3 3 -0
RS S :
0.8 N \ -z
g / N \\ 17
4
é 0.6 // NN \ -3 z
2 1 =
g /] 1] o
50,4 %’ # —%W cl})j
J Vv \\wa(c) :
~-37
6=0.1// /| \ \
€=0 | « / 7
L L/# \ \ -Zm
g// \ -4
00.1 0.2 0.3 0.4 050.6 0.8 1.0 2 3 4 5

NORMALIZED FREQUENCY, C:%

Fig. 3 — Amplitude and phase responses for two F(s) models.



964 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1962

=013
w e \( £(t)
5] =
: /
ut Y,
s
< AN
N

g N
<
] -0.5
w
4

-1.0

-1.5

-2.0 I i L I {

7/2 T 37/2 277 577/2 377 777/2 a7

At IN RADIANS

Fig. 4 — Impulse responses for the membrane models. These responses are the
inverse transforms of the frequency data in Fig. 3 and represent membrane dis-
placement caused by an impulse of stapes displacement.

of the responses (4) and (5), on a relative amplitude scale and with de-
lay equalized, is shown in Fig. 4. The absolute time origins for the two
traces are to the left of the relative origin by 1.9 and 1.5 radians respec-
tively.

As indicated above, the factor 8, in (1) and (2) has a form appro-
priate to the frequency range below 1000 cps. If the membrane models
are to be used at higher frequencies, this factor should be modified ac-
cording to data given by Bekesy® on the peak membrane displacement
as a function of frequency (see Fig. 4 in Ref. 1). For constant sinusoidal
displacement of the stapes, Bekesy’s data indicate that the peak mem-
brane displacement increases at about 5 db/octave up to around 1000
cps, and then tends to flatten off and become roughly constant (at least
up to about 2000 cps).

This amplitude variation can be accounted for by altering the multi-
plicative amplitude factor to 8;'*"(2x-1000/8; -+ 2x-1000)". The modifi-
cation causes the peak response (of the curve shown in Fig. 3) to rise
at about 5 db/octave below 1000 cps, and to flatten off above this fre-
quency. At low 8, frequencies the amplitude factor is the same as before
if the constant ¢, is readjusted by multiplying it by 2. With this minor
modification, then, the functional approximations to F,(s) are appropri-
ate for use at frequencies higher than 1000 cps.
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1.1 A Model for Middle-Ear Transmission

To account for middle-ear transmission one would like an analytical
specification of the stapes displacement produced by a given sound pres-
sure at the eardrum for all frequencies of interest. Quantitative physio-
acoustical data on the operation of the middle ear are very sparse. The
data which are available are due largely to Bekesy® and to Zwislocki.
By considering the topology of the mechanical circuit and the values of
elastic, mass, and viscous constants measured in physiological prepara-
tions, it is possible to deduce information about the middle-ear trans-
mission. Zwislocki used this approach to develop an analog electrical
circuit for the middle ear in which voltage is analogous to pressure, and
current to volume velocity. The circuit includes ten components rep-
resenting the acousto-mechanical elements of the middle ear. Seven of
the elements are energy storage elements.

Using the constants suggested by Zwislocki, we measured the transfer
characteristics of the middle-ear circuit when terminated in an imped-
ance analogous to the input mechanical impedance of the cochlea. TFor
a constant pressure at the eardrum, the amplitude and phase responses
of the stapes displacement are shown by the curves in Fig. 5.*

Although the characteristic equation corresponding to Zwislocki’s
analog circuit is of seventh degree, the stapes displacement can be
analytically approximated reasonably well by a function of third degree.
(As discussed in the earlier paper, the criterion of fit is again taken as an
intuitive one.) Such an approximating function is of the form:

)= GF oG Far FE ©

where ¢, is a positive real constant. [When combined with F;(s), the
multiplying constants are chosen to yield proper absolute membrane
displacement. For convenience, therefore, consider ¢o = a(a® 4+ b°) so

* After the present work was carried out, an excellent paper by A. Mgller (Net-
work Model of the Middle Ear, J. Acoust. Soc. Am. 33, 1961, p. 168) appeared in
which analogous electrical circuits for the middle ear are deduced on the basis of
input impedance measurements at the drum and the middle-ear topology. For a
comparison with Zwislocki’s data (which we had already used), we constructed
several of Mgller’s circuits and measured their transfer characteristics. Although
their frequency responses differ in fine detail, the results of Zwislocki and Mgller
agree in the gross aspects of the transmission characteristics. As do Bekesy’s
earlier results, both sets of the latter data suggest some uncertainty and varia-
bility in the middle-ear transmission, particularly in regard to the frequency at
which the transmission begins to diminish appreciably. Apparently the function
differs among individuals. One of the main objectives of the present paper, how-
ever, is to demonstrate a computational technique which has been found useful in
explammg certain auditory phenomena. Whenever physiological data are in-
proved and extended, the results can easily be incorporated into the analytical
technique presented here.
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Fig. 5 — Functional approximation of middle ear transmission. The solid
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of G(s).

that the low-frequency transmission of G(s) is unity.] When the pole
frequencies of G/(s) are related according to

b = 2a = 27x(1500) rad/sec, (7)

the fit to Zwislocki’s data is shown by the plotted points in Fig. 5.

The inverse transform of (6) is the displacement response of the stapes
to an impulse of pressure at the eardrum. It is obtained easily and will
be uscful in the subsequent discussion. Let

G(s) = Gi(s)Go(s),

where
— CO . —_— 1
Gi(s) = s+ a’ Go(s) = ————(s T a)E F i (8)
The inverses of the parts are:
—at
gi1(t) = coe™™ g2(l) = eb sin bt. (9)

The inverse of G(s) is then

o) = [ p(galt — 7 dr,
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Fig. 6 — Displacement response of the stapes and its time derivative to an
impulse of pressure at the eardrum.

or

at
g(t) = COGT (1 — cos bt) =

—bt/2
Col /

b

Also for use at a future point in the diseussion we note that the time de-
rivative of the stapes displacement is:

(1 — cos bt). (10)

—bt/2
Cof /

2

g(t) = (2 sin bt 4+ cos bt — 1). (11)

Plots of ¢g(¢) and ¢(¢) are shown in Fig. 6.

1.2 Combined Response of Middle Ear and Basilar Membrane

The combined response of the models for the middle ear and basilar
membrane is simply:
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Hi(s) = G(s)Fi(s)
ha(t) = g()*f(2).

To simplify the computations and to illustrate both results, the response
for model F;(s) will be computed in the frequency domain and that for
Fy(s) will be computed in the time domain.

(12)

1.2.1 Inverse Transform of Hi(s)

Disregarding for the moment the constant delay and amplitude terms,
which can be resupplied at the end if needed, the problem of transform-
ing H,(s) = G(s)F:(s) amounts to computing the inverse of:

, _ 1 1 st e 1
Hl(‘g)_s—I—a(s+a)2+b2s+’}'[(8+a)2+l32]2' (13)

Expand H,'(s) as partial fractions:

' | Bs + ¢ D B(s)
W=t ervor+r s T Grar e Y
where
le—a 1
Rl (e ey
B=2ReB
B/__L_G—a‘i“].b_ 1
Ty —a+gb[(a—a)?+ B =0+ j2(a — a)
C=1[a(2ReB) —0b(2ImB)]
D= 1 1 € — v

o= (@ =7+ 8 [« )?+pP
E(s) = (a0 + ais + ass’ + ass’).

On the basis of the previous findings the problem is particularized to the
conditions:

B =2« Also let: n = B/b
b= 2a v Fa
(15)
v =8 B #b.
e=0

If the arithmetic is followed through, the constants are found to be:
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A=~y = 1)(1.25,721— 0.507 + 0.25)°
B - (0.50 — 51.00)
20(n — 0.50 & F1.00)[(1.257° — 0.507 — 0.75) & j(n — 100)F
B = 2Re B
C =bReB —2ImB)
ool 1

T B lg — 050)(F — 7 + 1.25)(1.25)%"
and the coefficients of I7(s) are found to be:
a = —7'b°(3.12nbA + 1.259C + 1.56bD)

Il

ay

- |:A(3.50n2 — 7 4+ 0.25) + B(3.50n° — 2.00n — 0.25)
+ D25 + C (2’7 - 1)} (16)
a = —[Ab(29 — 0.50) + Bb(2n — 1) + Dby + C|

az = _(A+B+D)-

Although somewhat involved numerically, the inverse transform of
H/'(s) can now proceed termwise as indicated in (14). The basic pro-
cedure from this point has already been indicated in the appendix of
the earlier paper. When the details of this instance are carried through,
the result is:

(1) = A e 4+ Be ™ (cos bt — 0.50 sin bt)

-+ l()_j (e sinbt) + D ™ + (7™ sin gbt)

{9—13 3[(10 — al"—b + ax(1.259°b") — as( 1.63773b3):|}
27

3
+ (bt e ™* sin bt) {‘) sz a, — amb — a3(0.25n2b2):|> (17)
)

+ as €™ cos bt + (qbt €2 cos nbt) { 13b3 l:— ao + alg)

+ a2(0.754°0%) — ay( 1.3877%3)]}; for t = 0.

hi(t) is obtained from hy/(¢) by resupplying the constant delay 7' =
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Fig. 7 — Displacement responses of apical, middle and basal points on the
membrane to an impulse of pressure at the eardrum. These are computed from the
inverse transform of [G(s)F1(s)].

37/48 and the multiplicative amplitude constants; that is, by letting
t = (t — T) and by multiplying /(¢ — T) by
leocsB,' 7 (2 -1000/8; 4+ 27-1000)"], where r = 0.8.

The form of the impulse response is thus seen to depend upon the
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parameter n = B8/b. Values of n < 1.0 refer to (apical) membrane points
whose frequency of maximal response is less than the critical frequency
of the middle ear. IFor these points the middle-ear transmission is es-
sentially constant with frequency, and the membrane displacement is
very nearly indicated by fi(¢) in (4). On the other hand, values of
n > 1.0 refer to (basal) points which respond maximally at frequencies
greater than the critical frequency of the middle car. For these points
the middle-ear transmission is highly dependent upon frequency and
would be expected to influence strongly the membrane displacement. To
illustrate this point, (17) has been evaluated for » = 0.1, 0.8, and 3.0.
The result, with the delay resupplied, is shown in Tig. 7.

For an impulse of pressure delivered to the eardrum, the three solid
curves represent the membrane displacements at points which respond
maximally to frequencies of 150, 1200, and 4500 cps. Each of the plots
also includes a dashed curve. In Figs. 7(a) and 7(b), the dashed curve
is the membrane displacement computed by assuming the middle-ear
transmission to be flat with zero phase. [This is simply the response
£7'F (s).] In Fig. 7(c) the dashed curve is the time derivative of the
stapes displacement, ¢(t¢), taken from Fig. 6. The suggestion is that in
the basal region, the form of the membrane displacement is very similar
to the derivative of the stapes displacement. This apparently is the case,
and this point will be considered again presently.

1.2.2 Inverse Transform for Hs(s)

If, as in the previous section, delay and scale constants are temporarily
disregarded, the inverse transform for [G(s)F;(s)] is given by the time-
domain convolution:

. Bt bt
h'(1) = [(65)2 e T gin Bt:l * [_3? (1 — cos bt)];

or

_b(t—r)

¢ pr
By (1) = fo [(8r)? ¢ 17 sin Br] {6_17;_ [1 — cos b(t — T)]}dﬂ (18)

/

for t= 0.

1\Y

When this integration is carried through, the result is:

b (1) = (Z) Im(P) — 3 Im(Q) — 4 Im(R)]; tz0 (19)
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where

1 L
(P) =v7 e I7 {cos nbt + j sin nbt}
G-3)]
2 17

20t 2

1 ] [ o)
. 2 e—bt/2 72
a7
Q) = [(1 » ) :- » 1)} U: e_%t {cos 9bt + 7 sin bt}
3 17) T

w0)* — 20t e
[ o A s ey
2¢72(cos bt + 7 sin bt ):|2:|:|

B [(%—f%) +jn =1
(R) = [(% B 1_177> :_‘7'(,, N 1):| li[c"’b””{cos 7bt + 7 sin nbt}
s 2bt 2 ‘
'{W) [(; ~ 1”—7> +iln + 1)] " [(é - 1”—7> +iln + 1)ﬂ
_ 2¢72(cos bt — j sin bt)"
=)ol

As before, h3(t) is obtained by resupplying the amplitude factors and
the delay 7. By way of examining the form of 43(t), (19) has been evalu-
ated for » = 0.1 and 3.0. The resulting h3;(¢) is plotted in Fig. 8. Com-

parison with the previous response for h;(¢) shows the results to be
similar.

1.2.3 Combined Frequency-Domain Responses

The individual frequency-domain responses for G/(s) and F;(s) have
been shown in Figs. 3 and 5 respectively. The combined response in the
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frequency domain is simply the sum of individual amplitude (in db)
and phase (in radians) responses. The combined amplitude and phase
responses for the model G(s)Fy(s) are shown in Figs. 9 and 10, respec-
tively.

As already indicated by the impulse responses, one sees that the re-
sponse of apical (low-frequency) points on the membrane is given es-
sentially by F(s), while for basal (high-frequency) points the response
is considerably influenced by the middle-ear transmission G(s). In
particular, notice two things about the frequency response of the mem-
brane model [i.e., F'(w)]. One, the low-frequency skirt of the amplitude
curve rises at about 6 db/octave. And two, the phase of the membrane
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model [i.e., F(w)] approaches + /2 radians at frequencies below the
peak amplitude response. In other words, at frequencies appreciably less
than its peak response frequency, the membrane function F(w) behaves
approximately as a differentiator.

Because the middle-ear transmission begins to diminish in amplitude
at frequencies above about 1500 eps, the membrane displacement in the
basal region is roughly the time derivative of the stapes displacement. The
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waveform of the impulse response along the basal part of the membrane
is therefore approximately constant in shape. Along the apical part,
however, the impulse response oscillates more slowly as the apex is ap-
proached. This has already been illustrated in Fig. 7. [If the apiecal re-
sponse is considered on a time scale normalized in terms of (8¢), then
the displacement waveform is constant in shape.] This relation can, and
has been, supported by psychoacoustic measurements. These results will
be discussed in the second part of the paper.

Notice one other thing from Fig. 9. Because the amplitude response of
the middle ear declines appreciably at high frequencies, the amplitude
response of a basal point is highly asymmetrical (for example, the com-
bined response for 5 = 3.0.) The result is that a given basal point, while
responding with greater amplitude than any other membrane point at
its characteristic frequency (i.e., at 8:), responds with greatest amplitude
(but not greater than some other point) at some lower frequency.

1.3 Some Temporal and Spatial Relations For Membrane Displacement

Certain results from physiological research’® suggest that shear stresses
along the basilar membrane may be as important in the mechanical-to-
neural transduction as absolute displacements of the membrane. Ac-
cordingly, the spatial derivative of the displacement may be the mechani-
cal factor of consequence. The computational tractability of the model
permits a straightforward consideration of some temporal and spatial
relations for the displacement.*

As a beginning, because they are easiest to talk about, consider only
apical membrane points where the middle-ear transmission is essentially
constant. In this case the displacement is nearly f(¢) [see (4) and (5)],
and is only a function of ¢ and the point parameter 8. The variable 8 is a
function of the distance along the membrane and can be so specified.
(This functional relationship will be developed presently.) The impulse
response is essentially a funetion of the product 8(¢ — T) and has a
multiplicative factor involving 8% (ie., 87¢[8(t — T)]). This fact
points up a simple aspect of the dispersive nature of the basilar mem-
brane.

If a disturbance is propagating in a nondispersive medium, the wave
moves with a velocity which is the same for all frequency components,
and the waveform is maintained undistorted. Let the wave for a one-
dimensional situation be p(t,x) = p(ct — z), where ¢ is the velocity.

* See the further discussion of spatial derivatives (displacement gradients) in
Section II.
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Then,

D

9p _ dp

ap ap
_ P @ ___ P 20
T (et — z)’ and oz (et — )’ (20)
and the time and space derivatives have the same waveform. The cor-
responding relations for the displacement responses of the membrane,
however, must differ somewhat in time waveform. The model fi(¢),
Eq. (1.5), because of its simplicity, is particularly useful for illustrating
this.

Again neglecting the amplitude constants which do not involve g8 or ¢,
and which can be resupplied in the result, f3(¢) reduces to:

@) =8"glst =M t=T

where

gle(t — T)] = [B(t — e ™" sin gt — 1),  (21)
and

T = 37/48.
Then,
9 ” . P
W82+ 1+ ). (22)
15 20
a
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E 20 415 %
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Fig. 11 — Location of peak displacement of basilar membrane as a function of
frequency (after Bekesy?).



BASILAR MEMBRANE DISPLACEMENT — PART II 977

When the differentiation is carried out the result is:

% = BBt — T)Pe P 01T [Bt cos B(t — T)

9B
28t 8 )
+<1+T+m 17>Slnﬂ(t J, tzT.

As indicated earlier, the functional relation between the frequency g
and the distance along the membrane is needed to put (23) into the form
of a space derivative. Bekesy’ gives data on the place of maximal dis-
placement along the membrane as a function of frequency. These data
are replotted in Fig. 11. For purposes of the present discussion, the data
for frequencies less than about 1000 cps are of main interest. If the
basilar membrane is assumed to be 35 mm long, and if distance is now
reckoned from the apical end, the low-frequency data are reasonably well
approximated by:

(23)

(24)

x = 75log104g ,

where x is the distance from the apex in mm. This line is drawn in Fig. 11.
1t is now easy to compute

()fs” alel 06

dx 98 o’
where
w_ B
dr 7.5 logye’ (25)
= 0.318.

Applying this result to (23) yields:

%f;— = 038"7[8(t — T)Pe PP T [ﬁt cos Bt — T)

28t Bt
+<1—|—r+6———~(t_T) 17> smﬁ(t—T)]

Except for the constant amplitude factor, this is the spatial derivative
of the impulse response for apical membrane points. It is plotted in Fig.
12. One notices its form is not radically different from the displacement.

The time derivative follows directly from (21), and is:

(26)

of" _ g0 _ gon 30
ot ot B’
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or,

s _

o= BVl — 1l [ﬁ‘(t — 1) cosB(t — T)

+ (2—&;772>sinﬁ(t— T)]; t=T.

This function, except for amplitude factor, is the time derivative of the
apical impulse response. It is plotted in Fig. 13. One notices that for a
given (apical) point on the membrane, the time derivative of displace-
ment is not greatly different in form from the spatial derivative. As men-

(27)
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Fig. 12 — First spatial derivative of membrane displacement.

w 5
£
w
zE L
z5 1o
xa
o3
5*‘( O.SF
=3
=
ok © v
pu}
w
w
Zx o5}
Se
xw
-1.0f-
w
gé-i,s—
Fo
0 -20 { | |

o

377/2 Y s77/2 37 1177/2 . 47
(E-T) IN RADIANS

Fig. 13 — First time derivative of membrane displacement.



BASILAR MEMBRANE DISPLACEMENT — PART II 979

tioned earlier, the derivatives would have the same form if all frequency
components propagated at the same velocity.

It also is of interest to consider the frequency-domain correlate of the
spatial derivative. In this case it is equally easy to begin in a general
way and not initially restrict the discussion to the apical region. For the
model H,(s) the impulse response can be written in terms of its Laplace
transform:

ht) = fﬁugwa

—jw

1
2
where

Hy(s) = G(s)I(s), (28)

and where G(s) and F1(s), the latter a function of the point parameter 3,
have been specified previously. The spatial derivative, in terms of the
frequency parameter 3, is therefore:

oh 1 [ oFy(s,8)

38~ 2mj L. 0 g

e* ds. (29)
The quantity of interest is dF;/98. Ifrom the previous discussion:

7 gt 2000 \ (s + € 1 2 _:Zfr_s
Fi(sB8) = a8 (B T 2000‘"_) (s+ 7) |:(s Tt f szl e %, (30)

Taking, as earlier indicated, 8 = 2«, v = B, and ¢ = 0, and carrying
through the differentiation gives:

oF, _ dtr .
% = G8) [ 7 (B & 20007) (31)
_|_?l7r_8— 2(s +258) 1 i| |
BT GHOBEER s+ Al

If we consider the result for real frequencies (i.e., s = jw) and norma-
lize frequency by letting { = /B, then (31) becomes:

or, [48 4+ 20007 (4 + 7)]

1
5= Fy(5,8) BI: (8 + 20007)

(32).

225 +40) 1 ]
(125 — 2 +jo)  1+50d

This can be put in terms of the spatial derivative (at least for apical
points) by applying (25). If this is done, then the spatial derivative be-

.. 9T
+.7§'Z—
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comes:
oF, : 20007r
S = (03)F(58) [4 + <§Tzoo—o7r>

3r 2025 +55) _< 1 )} (33)
4 (125 = ¢ +j¢) 1+ ¢

+J5

For points lying in the apical half of the membrane, therefore, (i.e.,
B < 20007) the frequency-domain representation of the spatial deriva-
tive is simply Fi(¢) (see IMig. 3) multiplied by the bracketed factor
V(¢) in (33). The phase and amplitude of this factor for 8 < 2000«
are plotted in Fig. 14.

One notices that for { < 1 the bracketed term, to a crude approxima-
tion, is similar to a time differentiation. That is, the amplitude variation
is +6 db/octave and the phase is + 7/2. This indication is consonant
with the previous time-domain results shown in Figs. 12 and 13.

1.4 An Electrical Circuit for Simulating Basilar Membrane Displacement*

On the basis of the relations developed in the previous sections [Eqs.
(6) and (30), for example], it is possible to construct electrical circuits
* The material in this section was presented orally before the Sixty-Second

Meeting of the Acoustical Society of America, Cincinnati, Ohio, November, 1961.
The abstract appears in J. Acoust. Soc. Am., 33, 1961, p. 1670.
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Fig. 15 — Electrical network representation of the model [G(s)Fi(s)].

whose transmission properties are identical to those of the functions
G(s) and F,(s). This is most easily done by representing the ecritical
frequencies in terms of simple cascaded resonant circuits. The additional
phase delay can be supplied by means of an electrical delay line. A simu-
lation of G/(s) as given in (6) and F1(s) as given in (30) (for e = 0) is
shown in Fig. 15. The voltage at an individual output tap represents
the membrane displacement at a specified distance from the stapes. The
electrical voltages analogous to the sound pressure at the eardrum and
to the stapes displacement are also indicated. The buffer amplifiers
labelled A have fixed gains which take account of the proper multiplica-
tive amplitude constants.

The circuit elements are selected according to the relations stated for
G(s) and Fi(s). [See Egs. (3) and (7).] For example, the procedure can
be as follows. For the middle-ear simulation, choose a convenient Ry,
say 10K. Then, because b = 2a = 2x-1500, and because a = 1/Ry/CY’,

Cy = 0.02 uf.
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Select a convenient Lo, say 2h. Then, because 1.250° = 1/L¢C, and
a = Ro/2Lo,
Co = 0.005 pf,
and
Ry = 19K.

The components for the basilar membrane networks are chosen in the
same way. In this casc:

1 2 1
E R — _21- = —
Bu RllCl” 1 561 LZCZ’
and
a —3 .—.Iﬁ-
T

Consider, for example, the membrane point which responds maximally
to 4500 c¢ps (i.c., B; = 2w-4500). For convenience take R, and L; as 10K
and 1h, respectively. Then:

¢y = 0.0035 uf
€1 = 0.001 uf
R, = 28K.

For each membrane point the relative gains of the amplifiers are set to
satisfy the amplitude relations implied in 1'ig. 9. This takes account of
the constant multiplying factors in the model specification.

Some representative impulse responses of the analog circuit of Fig. 15
are shown in I'ig. 16(a). One notices the degradation in time resolution
as the response is viewed at points more apicalward.

Asindicated earlier, the spatial derivative may figure in the conversion
of mechanical to neural activity. In previous psychoacoustic work® it
was found useful to approximate the first spatial derivative by a finite
difference. The present circuit can be used to provide such an approxi-
mation by taking the differences between the deflections of adjacent,
uniformly spaced points. Iig. 16(b) shows first-difference approximations
to the spatial derivative obtained from the analog circuit by taking:

dy o yte + Av) — y(tz)
dr — Ax ’
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Fig. 16 — (a) Impulse responses measured on the network of Fig. 15; (b) first
difference approximations to the spatial derivative measured from the network
of Fig. 15. ‘ ‘

with Az = 0.3 mm. These responses can be compared (for apical points)
with the calculated derivative in Fig. 12. Because of amplification, the
polarity of the derivative traces in Fig. 16(b) is inverted from that shown
in Fig. 12.

II. SOME RELATIONS BETWEEN SUBJECTIVE AND PHYSIOLOGICAL BEHAVIOR

The preceding discussion derived computationally tractable models
for the operation of the middle ear and basilar membrane. Can these
models be used to further our understanding of auditory subjective
behavior? In particular can they help us to relate psychoacoustic phe-
nomena to the physical operation of the peripheral ear?

The models describe only the mechanical functioning of the ear. Any
comprehensive hypothesis about auditory perception must make pro-
visions for the transduction of mechanical displacement into neural
activity. The details of this process are not well understood and the as-
sumptions that presently can be made must be of an approximate and
simplified nature. Three such assumptions will be useful to us. Although
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gross simplifications, they do not seem to violate known physiological
facts.

The first assumption (actually a fact) is that sufficient local deforma-
tion of the basilar membrane elicits neural activity in the terminations
of the auditory nerve at the organ of Corti. Such neural activity may
be in the form of volleys triggered synchronously with the stimulus, or
in the form of a signaling of place localization of displacement. Implicit
in this is the notion that the displacement, or perhaps spatial derivatives
of displacement,® must exceed a certain threshold before nerve firings
take place.* The number of neurons activated depends upon amplitude
of membrane displacement in a monotonic fashion. Psychological and
physiological evidence suggests that the intensity of the neural activity
is a power-law function of the mechanical displacement. A single neuron
is presumably a binary (fired or unfired) device. It is refractory for a
given period after firing; hence a limit exists upon the rate at which it
can fire. Large populations of neurons, all of which are not refractory at
the same time, can give rise to ncural volleys at rates greater than the
maximum rate of a single element.

Second, neural firings oceur on only one “polarity”’ of the displacement,
or of the spatial derivative.” In other words, some process like half-
wave rectification operates on the displacement function, or on its spatial

* Earlier, in Section 1.3, it was suggested that the spatial derivative of dis-
placement, as well as the displacement, may be important in the mechanical-to-
neural conversion process. Flurther explication of this allusion and the present
one is necessary.

Electrophysiological experiments on guinea pig [G. von Bekesy, J. Acoust.
Soc. Am., 26 (1953) p. 786; H. Davis, Ann. Oto. Rhin. Laryn. 67 (1958) p. 789.]
suggest that the outer and inner hair cells of the organ of Corti differ in their
sensitivities to mechanical stimulation. The outer hair cells are sensitive to bend-
ing only in a direction transverse to the long dimension of the membrane. Further
than this, only outward bending of the hairs (away from arch of Corti) produces
an electrical potential in the scala media favorable for exciting the auditory nerve
endings. This outward bending is produced on upward motions of the basilar
membrane — that is, motions which drive it toward the tectorial membrane and
produce a relative shear.

On the other hand, the inner hair cells, which reside between the arch of Corti
and the axis of the cochlear spiral, are sensitive to bending in a direction parallel
to the long dimension of the membrane. In this case only bending toward the apex
of the cochlea produces a scala media potential favorable for stimulating the
nerve. So far as a given point on the membrane is concerned, the inner hair cells
are essentially sensitive to the longitudinal gradient of displacement — that is,
to the spatial derivative in the long dimension. Furthermore, the inner cells fire
only on that polarity of the gradient which corresponds to bending toward the
apex. Threshold for firing of the inner cells apparently is about 20 db higher than
that for the outer cells.

If this behavior is common to the human ear, displacement gradient, as well as
displacement may be significant. As the results of Section 1.3 show, the displace-
ment and the spatial derivative have gross features which are similar. For this
reason the hypotheses and arguments to be put forward in this section generally
can apply equally to displacement and gradient.
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derivatives. Third, the membrane point displacing with the greatest
amplitude originates the predominant neural activity. (More strictly,
perhaps, this is the point experiencing the greatest transverse and longi-
tudinal bending.) The latter may also operate to suppress or inhibit
activity arising from neighboring points.

These assumptions, along with the results from the models, have in a
number of instances been helpful in interpreting subjective auditory
behavior. Without going into any case in great depth, let us consider
several of these instances.

2.1 Pitch Perception

Pitch is that subjective attribute which admits of a rank ordering on a
scale ranging from low to high. As such, it correlates strongly with ob-
jective measures of frequency. One important facet of auditory percep-
tion is the ability to assign pitch to sounds which exhibit time periodic-
ity.

Consider first the pitch of pure (sinusoidal) tones. For such stimuli the
basilar membrane displacement at any point is sinusoidal. The frequency
responses given previously in Iig. 9 indicate the relative amplitudes of
displacement versus frequency for different membrane points. At any
given frequency, one point on the membrane responds with greater am-
plitude than all others. In accordance with the previous assumptions,
the most numerous neural volleys are elicited at this maximum point.
For frequencies sufficiently low (less than about 1000 cps) they are
triggered once per cycle and at some fixed epoch on the displacement
waveform. Subsequent processing by higher centers presumably ap-
preciates the periodicity of the stimulus-locked volleys. For frequencies
greater than about 1000 to 2000 cps, electro-physiological evidence sug-
gests that synchrony of neural firings is not maintained.® Pitch is appar-
ently perceived through a signaling of the place of greatest membrane
displacement or displacement gradient. The poorer frequency resolution
of points lying in the basal part of the basilar membrane probably also
contributes to the psychoacoustic fact that pitch diserimination becomes
less acute at higher frequencies.”

Suppose the periodic sound stimulus is not a simple sinusoidal tone
but is more complex, say repeated sharp pulses. What pitch is heard?
For purpose of illustration, imagine the stimulus to be alternately posi-
tive and negative periodic impulses. Such a pulse train has a spectrum
which is odd-harmonie. Pulse rate and fundamental frequency are in the
ratio of two-to-one. If the pulses occur slowly enough, the membrane
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- TFig. 17 — Displacement responses for alternate positive and negative pulses
simulated by the network of Fig. 15.

displacements at all points along its length will resolve each pulse in
time. That is, the membrane will have time to execute a complete,
damped impulse response at all points for each pulse, positive or nega-
tive. If, however, the fundamental frequency of the train is sufficiently
high, the fundamental component will be resolved (in frequency) at the
most apically responding point. This situation is illustrated by the traces
in the first and second columns of Ifig. 17. These waveforms were meas-
ured on analog networks as illustrated in Ifig. 15. The oscilloscope gain
was adjusted for constant peak-to-peak amplitude to display the wave-
forms more effectively. The proper relative amplitudes are therefore not
indicated in the traces.

For the low pulse-rate condition (25 eps fundamental) in the first
column, one might imagine that neural firing synchronous with each
pulse, regardless of polarity, would be triggered at all points along the
membrane. The perceived pitch might be expected to be that of the pulse
rate, and it is.® For such stimulation, the models indicate that the great-
est membrane displacements occur near the middle portion, in the region
maximally responsive to 1000 to 2000 cps.

In the second column, the fundamental frequency is 200 cps. This is



BASILAR MEMBRANE DISPLACEMENT — PART II 987

high enough for the apical end of the membrane to resolve the funda-
mental component. The displacement of the 200 cps point on the mem-
brane is the fundamental sinusoid, while the more basal points continue
to resolve each pulse in time. At the apical end, neural volleys might be
expected to be triggered synchronously at the fundamental frequency,
while toward the basal end the displacements favor firings at the pulse
rate. I'or this condition, the apical fundamental-correlated displacements
are generally of greater amplitude and subjectively more significant than
the basal, pulse-rate displacements. The fundamental-rate volleys gen-
erally predominate, and a pitch is heard corresponding to 200 sec™.

If this same stimulus is high-pass filtered at a sufficiently high fre-
quency, only the basal displacements remain effective in producing the
pitch percept. If the present arguments continue to hold, this filtering
should again give rise to a pulse-rate pitch because the time resolution
in the basal end separates each pulse, whether positive or negative.
Psychoacoustic measurements show this in fact to be the case.'! Repre-
sentative membrane displacements for this condition, as given by the
models, are shown in the third column of Fig. 17.

A slightly more subtle effect is obtained if the high-pass filtering is
made at a low harmonic number, for example, at the second harmonic
so as to remove only the fundamental component. Under certain of these
conditions the significant membrane displacement can be seen to exhibit
displacements that faver fundamental-rate neural activity. The pitch
percept would then be expected to be the fundamental, even though the
fundamental is not present in the stimulus. Again psychoacoustic meas-
urements give this result.!? The effect is the so-called residue pitch.

Another of the many variations of pulse stimuli, but one which is
diagnostically useful in exploring pitch perception, is the periodic, uni-
polar impulse train in which the equispaced pulses have amplitudes
(areas) alternately a and b. Such a stimulus exhibits an infinite number
of complex spectral zeros, the imaginary parts of which oceur at every
other spectral line. The spectral envelope is cycloidal and is desecribed
by:

K(s) = (a+ b, (34)
where 7' is the fundamental period. The spectral zeros lie at

_ 2 2(2n 4 )
s = Tln]a/bl +

?

and the ratio of odd-line amplitude to even-line amplitude is:

— IK(3> lS=j27r/T _|a-— b §
- | K(s) Tomiteir [a + b]’ (35)
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Tig. 18—Subjective pitch assigned to a periodic pulse train composed of sharp
pulses with alternate amplitudes ¢ and b. AL = 20 log a/b. The pitch equation is
determined by matching the uniform pattern B to the test pattern A.

One psychophysical question that could be posed is “TFor a given sen-
sation level, fundamental frequency and a/b ratio, what is the pitch?”
When this question is answered by means of a pitch-matching experi-
ment, the result for several values of the variables is shown in Fig. 18.
These results are for a sensation level of approximately 45 db. When the
a/b ratio is less than about 4 db, one never hears any pitch except the
pulse rate. On the other hand, when the a/b ratio is greater than about 16
db, one never hears any pitch but one-half the pulse rate, i.c., the funda-
mental. Between these level differences, a transition from one pitch mode
to the other takes place. The transition depends upon fundamental fre-
quency as shown in the figure. As in the previous case, calculations and
observations with the analog networks show the correlation between
these modes and the displacement patterns of the basilar membrane.
Unlike the situation depicted previously in Fig. 17(b), however, a pitch
percept equivalent to half the pulse rate does not necessarily mean that
the fundamental frequency is resolved by the membrane.

A somewhat different example of pitch stimulus is periodically inter-
rupted random noise. Under certain conditions of interruption rate, duty
factor and frequency content, chopped noise possesses a pitch.” It is
relevant to consider how such a signal is represented in the mechanical
displacements of the basilar membrane.

Because of the ear’s frequency characteristics, a broad-spectrum noise
would be expected to produce the greatest displacements somewhere
near the middle of the membrane, around the 1000 to 2000 cps point.
Let us look at these displacements for a flat-spectrum noise which is
chopped with constant duty factor of 0.2. The response waveforms for
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Fig. 19 — Displacement responses simulated by the network of Fig. 15 for
periodically interrupted noise. Constant duty factor = 0.2.

several interruption rates are given in IFig. 19. Ifor the slow rate, 500
sec”’, the noise bursts are well resolved in time. Nerve volleys synchro-
nous with the onset of the noise bursts might be expected for this stimu-
lation. As the interruption rate is increased to upwards of 2000 sec,
however, neither the stapes nor membrane displacements resolve each
burst separately in time. Stimulus-locked synchrony of the neural ac-
tivity might be expected to be impaired or lost, even if the neural volleys
could be elicited at this rate. Psychoacoustic observations bear this out.
They show that it is difficult to aseribe a pitch to interrupted noise for
rates greater than about 1000 sec ' even under favorable conditions of
low duty factor. It is not clear how much of this limit is determined by
neural resolution, and how much by mechanical. Very likely both fac-
tors contribute to the resultant behavior.

2.2 Binaural Lateralization

Another aspect of perception is binaural lateralization. This is the sub-
jective ability to locate a sound image at a particular point inside the
head. The phenomenon is conventionally observed in earphone listening,.
If identical clicks (impulses of sound pressure) are produced simultane-
ously at the two ears, the average listener hears the sound image to be
located in the center of his head. If one click is produced a littler earlier
(or with slightly greater intensity) than the other, the sound image shifts
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toward the earlier (or more intense) ear. This shift continues with in-
creasing time difference until the image moves entirely to one side and
eventually breaks apart. One then hears individual clicks located at the
ears.

Naively we suppose the subjective position of the image to be deter-
mined by some sort of computation of coincidence between neural
volleys. The volleys originate at the periphery and travel to higher
centers via synaptic connections. The volley initiated earliest progresses
to a point in the neural net where a coincidence occurs with the later
volley to produce a subjective image appropriately off center. To the
extent that intensity differences can shift the image position, intensity
probably is coded, at least partially, in terms of the volley timing. As
was the case in pitch perception, there are several areas in binaural
phenomena where the ear models have been helpful in suggesting ex-
planations of, and correlations with, subjective behavior. One of these
areas is the effects of phase upon the binaural lateralization of clicks.

Suppose one produces impulses of pressure at the two ears, of equal
intensity but of opposite polarity (i.e., one a rarefaction and the other
a condensation). How would a listener adjust the times of occurrence
of such pulses so that he hears the sound image exactly in the center of
head? Let us consider what the displacement waveforms and the me-
chanical-to-neural conversion hypotheses would predict.

An impulse of pressure rarefaction draws the eardrum and stapes
initially outward and causes the membrane displacement to be initially
upward. A condensation pulse, on the other hand, causes an initially in-
ward displacement of drum and stapes and consequently an initially
downward movement of the membrane. At any given point on the mem-
brane the waveforms of displacement produced by these two stimuli
differ only in sign; that is, one is the negative of the other. Typical dis-
placements of apical and basal points caused by rarefaction and conden-
sation pulses are shown in Fig. 20. (These traces are essentially the im-
pulse responses calculated previously in Fig. 7.)

The top diagram in I'ig. 20 is illustrative of the displacement response
of points lying in the apical (low-frequency) half of the membrane. The
solid curve is the displacement for a rarefaction pulse, the dashed for a
condensation. The abscissa at the top is in terms of the product 8¢, where
8 is the radian frequency of maximal response for the particular apical
point. The lower abscissa on the top graph shows time scales appropriate
to the specific points maximally responsive to 1200 and 600 cps, respec-
tively. The lower graph shows the displacement appropriate to points
lying in the basal (high-frequency) half of the membrane. As discussed
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Fig. 20 — Apical and basal displacements of the basilar membrane for rarefac-
tion and condensation pressure impulses at the eardrum. These responses from
those computed in Fig. 7 for [G(s)F1(s)].

earlier, this waveform has essentially the same shape and time scale for
all basal points.

Following our earlier assumptions, we suppose that neural firings (at
least of the more sensitive outer hair cells) take place at some amplitude
level on the upward deflections of the membrane. The curves suggest,
therefore, that a time difference should exist between the firings for a
rarefaction pulse and those for a simultaneous condensation pulse. The
difference should be about one-half cycle on the displacement waveforms.
The earlier results indicate that for broad-spectrum excitation the great-
est deflections occur near the middle of the membrane, in the vicinity
of the region maximally responsive to 1000 to 2000 cps. For such a place,
the half-cycle intervals are of the order of 250 to 500 wsec. The time
scale for the 1200 eps point in the top graph is indicative of this magni-
tude.
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Assuming that simultaneity of neural firings at the two ears produces
a central sound image, a rarefaction pulse and a condensation pulse
should produce a centered image if the condensation is advanced in time
to bring its positive displacement peak approximately into coincidence
with that of the rarefaction. This means advancing the condensation, or
letting it lead, by about 250 to 500 usec. Furthermore, the periodic nature
of the displacements suggests that multiple fusions of the sound image
might occur by virtue of neural firings triggered at secondary positive
excursions. These should occur for interaural times which are full-cycle
increments of the principal fusion, including lead and lag shifts. A half-
cycle lead of the condensation would represent a principal fusion; a half-
cycle lag would be a secondary fusion.

If cophasic pulses are delivered to the two ears, that is, rarefaction-
rarefaction or condensation-condensation, the same argument says that
the principal fusion should obtain for zero interaural time difference, and
secondary fusions for full-cycle shifts, either lead or lag.

The preceding remarks relate to broadband, unmasked pulses, where
the neural response is likely to originate near the central portion of the
basilar membrane. Suppose the dominant response were elicited from
some other place on the membrane. The interaural time difference for
lateralization ought to change in accordance with what the curves in
Fig. 20 imply. Band-filtering of the pulse stimuli is an obvious means for
confining membrane activity to specific regions. This has the disadvan-
tage, however, that the stimulus signal is contaminated with the impulse
response of the filter, so that it is inconvenient, if not difficult, to analyze
the membrane displacement. The objective can be achieved more con-
veniently by selectively masking the membrane response with filtered
random noise. The significant neural information can then be originated
in a normally less responsive region by obscuring the maximally re-
sponding place with noise.

The top graph in Fig. 20 suggests that if the disparity between the
interaural times for lateralizing cophasic and antiphasic pulses is to be
increased, the significant response must originate from places more api-
calward, that is, at points which respond maximally at lower frequencies.
In such a case high-pass (HP) noise should be used to obscure activity
in the basal part of the membrane. Low-pass (LP) noise, on the other
hand, causes the coherent information to arise from the basal section.
Here, because of the nature of the pulse response, the disparity between
cophasic and antiphasic fusions is predicted to be roughly constant with
place along the membrane, and should be of the order of 250 usec. This,
too, ought to be the minimum interaural disparity that can be produced
for the antiphasic situation.
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Fig. 21 — Equipment arrangement for binaural lateralization of cophasic and
antiphasic clicks.

An experiment was performed to determine whether the predicted
phenomena are in fact manifest.’* The arrangement to measure the effects
is shown in Fig. 21. Twin pulse generators produced identical 0.1-msec
rectangular pulses in separate channels at a sensation level of 40 db.
The repetition rate of the pulses was 10 se¢'. Random noise from two
uncorrelated generators was filtered by identical filters and added to the
signal channels. This noise level completely masked the selected portions
of the pulse spectra. HP and LP noise cutoff frequencies of 600, 1200, and
2400 cps were used in addition to no masking. Condenser microphones
fitted with ear-insert plugs were used as earphones to provide good trans-
duction of the pulse signal